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Computational 
Scalable? 



Computational Time Cost
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KD Tree for NN Search

• Each node contains
• Children information
• The tightest box that bounds all the data points within the node.



NN Search by KD Tree
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Curse of Dimensionality 

• Imagine instances described by 20 attributes, but only 2 are 
relevant to target function
• Curse of dimensionality: nearest neighbor is easily mislead 

when high dimensional X
• Consider N data points uniformly distributed in a p-

dimensional unit ball centered at origin. Consider the nn
estimate at the original. The mean distance from the origin 
to the closest data point is:
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Asymptotically Sound?
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Is kNN ideal? … See Extra 
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Bayes Classifier

• Bayes classifier is the best classifier which minimizes the probability 
of classification error.
• A classifier becomes the Bayes classifier if the density estimates 

converge to the true densities
• when an infinite number of samples are used
• The resulting error is the Bayes error, the smallest achievable error given the 

underlying distributions.
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The Bayes Rule

• What we have just did leads to the following general expression:

This is Bayes Rule
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The Bayes Decision Rule for Minimum Error

• The a posteriori probability of a sample

• Bayes Test:

• Likelihood Ratio:

• Discriminant function:
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Bayes Error

• We must calculate the probability of error
• the probability that a sample is assigned to the wrong class

• Given a datum X, what is the risk?

• The Bayes error (the expected risk): 
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More on Bayes Error

• Bayes error is the lower bound of probability of classification error

• Bayes classifier is the theoretically best classifier that minimizes 
probability of classification error
• Computing Bayes error is in general a very complex problem. Why?
• Density estimation:

• Integrating density function: 
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kNN Is Close to Optimal

• Cover and Hart 1967
• Asymptotically, the error rate of 1-nearest-neighbor classification is 

less than twice the Bayes rate [error rate of classifier knowing model that 
generated data]

• In particular, asymptotic error rate is 0 if Bayes rate is 0.
• Decision boundary:
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Where does kNN come from?

• How to estimation p(X) ?

• Nonparametric density estimation

• Parzen density estimate

E.g. (Kernel density est.):

More generally:
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Where does kNN come from?

• Nonparametric density estimation

• Parzen density estimate

• kNN density estimate

• Bayes classifier based on kNN density estimator:

Voting kNN classifier

Pick K1 and K2 implicitly by picking K1+K2=K, V1=V2, N1=N2
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Asymptotic Analysis

• Condition risk:  rk(X,XNN)
• Test sample X
• NN sample XNN

• Denote the event X is class I as X«I

• Assuming k=1

• When an infinite number of samples is available, XNN will be so close to X
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Asymptotic Analysis, cont.

• Recall conditional Bayes risk:

• Thus the asymptotic condition risk

• It can be shown that

• This is remarkable, considering that the procedure does not use any 
information about the underlying distributions and only the class of the 
single nearest neighbor determines the outcome of the decision.

This is called the MacLaurin series expansion
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In fact

• Example:
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