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Task: y

Representation: :   x, f() 

Score Function: L() 

Search/Optimization : 
argmin()  

Models, Parameters, metrics

Data: X  X: Tabular / 2D / 1D / 3D / Graph /…

Weights and biases in NN Layers  
/ Accuracy / F1

Last: Basic Neural Network Models

neg Log-likelihood , Cross-
Entropy / MSE / Many more  

SGD / Backprop

Classification / Regression

Multilayer Network topology



Early History
• In 1950 English mathematician Alan Turing wrote a landmark paper titled 

“Computing Machinery and Intelligence” that asked the question:  “Can 
machines think?”
• Further work came out of a 1956 workshop at Dartmouth sponsored by 

John McCarthy.  In the proposal for that workshop, he coined the phrase a 
“study of artificial intelligence”

• 1950s
• Samuel’s checker player : start of machine learning
• Selfridge’s Pandemonium

• 1952-1969:  Enthusiasm: Lots of work on neural networks

• 1970s-80s: Expert systems, Knowledge bases to add on rule-based 
inference, Decision Trees, Bayes Nets

• 1990s : CNN, RNN, …. 

• 2000s : SVM, Kernel machines, Structured learning, Graphical models, 
semi-supervised, matrix factorization, … 

3

Adapted From Prof. Raymond J. Mooney’s slides



“Winter of Neural Networks” in ~2000s
• Non-convex

• Need a lot of tricks to play with
• How many layers ? 
• How many hidden units per layer ?  
• What topology among layers ? ……. 

• Hard to perform theoretical analysis

• Large labeled datasets were rare in ~2000s  
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Adapt from From NIPS 2017 DL Trend Tutorial  



Today: Convolutional Network Models on 2D Grid / Image

Classification
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Task: y

Representation: :   x, f() 

Score Function: L() 

Search/Optimization : 
argmin()  

Models, Parameters, metrics

Data: X  X: 2D Grid Imaging

Convolutional Neural Networks

SGD / Backprop

Cross Entropy Loss

weights, bias / 
architecture /   

/ Accuracy / F1



Tabular Dataset 
for classification

• Data/points/instances/examples/samples/records: [ rows ]
• Features/attributes/dimensions/independent 

variables/covariates/predictors/regressors: [ columns, except the last] 
• Target/outcome/response/label/dependent variable: special column to be predicted [ 

last column ] 

Output Class: 
categorical 

variable
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2D Images Dataset for Classification
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Review:  Model Selection and Assessment

•Model Selection
• Estimating performances of different models to choose 

the best one 

•Model Assessment
• Having chosen a model, estimating the prediction error

on new data
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Model Selection and Assessment

• When Data Rich Scenario: Split the dataset

•When Insufficient data to split into 3 parts
•Approximate validation step analytically
• AIC, BIC, MDL, SRM

•Efficient reuse of samples
• Cross validation, bootstrap

Model Selection Model assessment

Train Validation Test
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Model Selection (Hyperparameter Tuning) & 
Model Assessment Pipelines in HW2

•(1) train / Validation / test 

•(2) k-CV on train to choose  
hyperparameter /  then test 
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• (number of) true positive (TP)
• (number of) true negative (TN)
• (number of) false positive (FP)
• (number of) false negative (FN)
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Credit: Stanford Machine Learning course
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Deep Learning Frameworks
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Pytorch Sample Code
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Demo: Use FastAI and Keras to Classify CT scans 
for SARS-CoV-2 (COVID-19) identification
I will code-run (using FastAI and CNN ResNet34):
https://colab.research.google.com/drive/1mvj9ZB0o-

Q49Xq9vYJW4GB09V41u5GeE?usp=sharing

Another Code using Keras on the same dataset (Using DenseNet121):
https://www.kaggle.com/shawon10/covid-19-diagnosis-from-images-using-
densenet121
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https://colab.research.google.com/drive/1mvj9ZB0o-Q49Xq9vYJW4GB09V41u5GeE?usp=sharing
https://www.kaggle.com/shawon10/covid-19-diagnosis-from-images-using-densenet121
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Today: Convolutional Network Models on 2D Grid / Image

Classification
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Task: y

Representation: :   x, f() 

Score Function: L() 

Search/Optimization : 
argmin()  

Models, Parameters, metrics

Data: X  X: 2D Grid Imaging

Convolutional Neural Networks

SGD / Backprop

Cross Entropy Loss

weights, bias / 
architecture /   

/ Accuracy / F1



Building Deep Neural Nets
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http://cs231n.stanford.edu/slides/winter1516_lecture5.pdf

fx

y



Important Block: Convolutional Neural  Networks (CNN)

• Prof. Yann LeCun invented CNN  in 1998 
• First NN successfully trained with many layers 
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Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, Gradient-based learning applied to document recognition, Proceedings of the IEEE 86(11): 2278–2324, 1998.

Adapt from From NIPS 2017 DL Trend Tutorial  



Locality and Translation Invariance 

• Locality: objects tend to have a local spatial support 

• Translation invariance: object appearance is independent of location 

• Can define these properties since an image lies on a grid/lattice 

• ConvNet applicable to other data with such properties, e.g. audio/text 

• Lattice: regular spacing or arrangement of geometric points,
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https://en.wiktionary.org/wiki/point
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Adapt from From NIPS 2017 DL Trend Tutorial  

CNN models Locality and Translation Invariance 

Make fully-connected layer locally-connected and sharing weight



History of ConvNets
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Gradient-based learning applied to 
document recognition [LeCun, Bottou, 
Bengio, Haffner]

ImageNet Classification with Deep 
Convolutional Neural Networks 
[Krizhevsky, Sutskever, Hinton, 2012]

1998 2012
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Adapt from From NIPS 2017 DL Trend Tutorial  
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Why CNN for Image?

Can the MLP network be simplified by 
considering the properties of images?

1x

2x

…
…

Nx

…
…

…
…

…
…

……

……

……

The most basic 
classifiers

Use 1st layer as module 
to build classifiers 

Use 2nd layer as 
module ……

[Zeiler, M. D., ECCV 2014]

Represented 
as pixels
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Why CNN for Image

• (1) Locality: Some patterns are much smaller than the whole image

A neuron does not have to see the whole image 
to discover the pattern.

“beak” detector

Connecting to small region with less 
parameters

Dr. Hung-yi Lee’s CNN slides
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Why CNN for Image

• (2) Translation invariance: The same patterns appear in different 
regions.

“upper-left 
beak” detector

“middle beak”
detector

They can use the same 
set of parameters.

Do almost the same thing

Dr. Hung-yi Lee’s CNN slides

�⃗�𝑠
𝑤𝑠

𝑤𝑠
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Why CNN for Image

• (3) Subsampling the pixels will not change the object

subsampling

bird
bird

We can subsample the pixels to make image smaller

Less parameters for the network to process the image

Dr. Hung-yi Lee’s CNN slides
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The whole CNN

Fully Connected 
Feedforward 

network

cat dog ……
Convolution

Max 
Pooling

Convolution

Max 
Pooling

Flatten

Can repeat 
many times

Dr. Hung-yi Lee’s CNN slides
30



The whole CNN

Convolution

Max 
Pooling

Convolution

Max 
Pooling

Flatten

Can repeat 
many times

Ø Some patterns are much 
smaller than the whole image

ØThe same patterns appear in 
different regions.

Ø Subsampling the pixels will 
not change the object

Property 1

Property 2

Property 3

Dr. Hung-yi Lee’s CNN slides
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The whole CNN

Fully Connected 
Feedforward 

network

cat dog ……
Convolution

Max 
Pooling

Convolution

Max 
Pooling

Flatten

Can repeat 
many times

Dr. Hung-yi Lee’s CNN slides
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CNN – Convolution

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1

-1 1 -1
-1 1 -1
-1 1 -1

Filter 2

……

Those are the network 
parameters to be learned.

Matrix

Matrix

Each filter detects a small 
pattern (3 x 3). Property 1

Dr. Hung-yi Lee’s CNN slides

“detector 1”

“detector 2”

𝑤𝑠1

𝑤𝑠2
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CNN – Convolution

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1

3 -1

stride=1

Dr. Hung-yi Lee’s CNN slides
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CNN – Convolution

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1

3 -3

If stride=2

We set stride=1 below

Dr. Hung-yi Lee’s CNN slides
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CNN – Convolution

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1

3 -1 -3 -1

-3 1 0 -3

-3 -3 0 1

3 -2 -2 -1

stride=1

Property 2

Dr. Hung-yi Lee’s CNN slides

“detector 1”
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CNN – Convolution

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

3 -1 -3 -1

-3 1 0 -3

-3 -3 0 1

3 -2 -2 -1

-1 1 -1
-1 1 -1
-1 1 -1

Filter 2

-1 -1 -1 -1

-1 -1 -2 1

-1 -1 -2 1

-1 0 -4 3

Do the same process for 
every filter

stride=1

4 x 4 image

Feature
Map

Dr. Hung-yi Lee’s CNN slides

“detector 2”
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CNN – Convolution

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

3 -1 -3 -1

-3 1 0 -3

-3 -3 0 1

3 -2 -2 -1

-1 1 -1
-1 1 -1
-1 1 -1

Filter 2

-1 -1 -1 -1

-1 -1 -2 1

-1 -1 -2 1

-1 0 -4 3

You can do the same 
process for every filter

stride=1

4 x 4 image

Feature
Map

Dr. Hung-yi Lee’s CNN slides

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1
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1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

image
convolution

-1 1 -1
-1 1 -1
-1 1 -1

1 -1 -1
-1 1 -1
-1 -1 1

1x

2x

…
…

36x

…
…

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

Convolution v.s. Fully Connected

Fully-
connected

Dr. Hung-yi Lee’s CNN slides

𝑤𝑠1 𝑤𝑠2
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1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

image
convolution

-1 1 -1
-1 1 -1
-1 1 -1

1 -1 -1
-1 1 -1
-1 -1 1

1x

2x

36x

…
…

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

Convolution v.s. Fully Connected

Fully-
connected

When 2 filters, 36*2=72 parameters!

When with 2 
filters, 3*3*2=18 
parameters!
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1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1
1:

2:

3:

…

7:

8:

9:

…

13:

14:

15:

…

Only connect to 
9 input, not fully 
connected

4:

10:

16:

1
0
0
0

0
1
0
0

0
0
1
1

3

Less parameters!

(1) Locality: 

Dr. Hung-yi Lee’s CNN slides

Each filter has 
3*3=9 parameters!
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1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1

1:

2:

3:

…

7:

8:

9:

…

13:

14:

15:

…

4:

10:

16:

1
0
0
0

0
1
0
0

0
0
1
1

3

-1

Shared weights 
(same 3*3 
parameters)

6 x 6 image

Less parameters!

Even less parameters! 
(weight sharing)

(2) Translation invariance: 

Dr. Hung-yi Lee’s CNN slides
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The whole CNN

Fully Connected 
Feedforward 

network

cat dog ……

Convolution

Max 
Pooling

Convolution

Max 
Pooling

Flatten

Can repeat 
many times

Dr. Hung-yi Lee’s CNN slides

softmax
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CNN – Max Pooling

3 -1 -3 -1

-3 1 0 -3

-3 -3 0 1

3 -2 -2 -1

-1 1 -1
-1 1 -1
-1 1 -1

Filter 2

-1 -1 -1 -1

-1 -1 -2 1

-1 -1 -2 1

-1 0 -4 3

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1

(3) Subsampling: 

Dr. Hung-yi Lee’s CNN slides
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CNN – Max Pooling

3

0

1

3

-1 1 -1
-1 1 -1
-1 1 -1

Filter 2

1

0 3

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1

(3) Subsampling: 

Dr. Hung-yi Lee’s CNN slides
45
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CNN – Max Pooling

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

3 0

13

-1 1

30

2 x 2 image

Each filter 
is a channel

New image 
but smaller

Conv

Max
Pooling

(3) Subsampling: 

Dr. Hung-yi Lee’s CNN slides
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CNN – Max Pooling

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

6 x 6 image

3 0

13

-1 1

30

2 x 2 image

Each filter 
is a channel

New image 
but smaller

Conv

Max
Pooling

(3) Subsampling: 

Dr. Hung-yi Lee’s CNN slides
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The whole CNN

Convolution

Max 
Pooling

Convolution

Max 
Pooling

Can repeat 
many timesA new image

The number of the channel 
is the number of filters

Smaller than the original image

3 0

13
-1 1

30

Dr. Hung-yi Lee’s CNN slides
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CNN – Colorful image (from matrix to tensor) 

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
1 0 0 0 1 0
0 1 0 0 1 0
0 0 1 0 1 0

1 -1 -1
-1 1 -1
-1 -1 1 Filter 1

-1 1 -1
-1 1 -1
-1 1 -1 Filter 2

1 -1 -1
-1 1 -1
-1 -1 1

1 -1 -1
-1 1 -1
-1 -1 1

-1 1 -1
-1 1 -1
-1 1 -1

-1 1 -1
-1 1 -1
-1 1 -1Colorful 

image (R, G, B)

Dr. Hung-yi Lee’s CNN slides
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The whole CNN

Fully Connected 
Feedforward 

network

cat dog ……
Convolution

Max 
Pooling

Convolution

Max 
Pooling

Flatten

A new 
image

A new 
image

Dr. Hung-yi Lee’s CNN slides
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Flatten

3 0

13

-1 1

30
Flatten

3

0

1

3

-1

1

0

3

Fully Connected 
Feedforward 

network

Dr. Hung-yi Lee’s CNN slides

softmax
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How many filters? 

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
0 0 0 1 0 0
0 0 0 1 0 0
0 0 0 1 0 0

6 x 6 image

stride=1

Dr. Hung-yi Lee’s CNN slides
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-1 1 -1
-1 1 -1
-1 1 -1

Filter 2

1 -1 -1
-1 1 -1
-1 -1 1

Filter 1



network structure and input format 
(vector -> 3-D tensor)CNN in Keras

Convolution

Max 
Pooling

Convolution

Max 
Pooling

input
1 x 28 x 28

25 x 26 x 26

25 x 13 x 13

50 x 11 x 11

50 x 5 x 5

How many parameters 
for each filter? 9

Dr. Hung-yi Lee’s CNN slides
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225= 25*



Only modified the network structure and 
input format (vector -> 3-D tensor)CNN in Keras

Convolution

Max 
Pooling

Convolution

Max 
Pooling

input
1 x 28 x 28

25 x 26 x 
26

25 x 13 x 
13

50 x 11 x 
11

50 x 5 x 5
Flatten

1250

Fully Connected 
Feedforward 

network

output

Dr. Hung-yi Lee’s CNN slides
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https://ai.googleblog.com/2019/05/efficientnet-improving-accuracy-and.html



Thank you
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Thank You
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From Wiki 59



When with Unbalanced Issue 
(binary case)
• Class imbalance issue

• Balanced accuracy: 
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When with Unbalanced Issue 
(binary case)
• Class imbalance issue

• Balanced accuracy: 
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Low Ratio of Positive Class (binary case)
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When with Unbalanced 
Issue (binary case)

4th case on 
previous page
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When not using Deep Learning: Image 
Representation for – Objective recognition 

• Image representation è bag of “visual words”
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A study comparing Classifiers

ICML '06 Proceedings of the 23rd international conference on Machine learning
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A study comparing Classifiers 
è 11 binary classification datasets
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A study comparing Classifiers 
è 11 binary classification problems / 8 metrics 
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