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GPT: Generative Pretraining Models for Language

CLIP: Contrastive Language-Image Pretraining for Vision



Background: Pretraining for three types of architectures 



Trends
• To Complex tasks

• E.g.,  slides from an outline, summarizing and reporting information from diverse 
sources

• Integrating into physical devices
• E.g., Robots

• Multimodal and broadly
• Use vision, language, audio, and broader knowledge, as input or outputs

• Complex learning systems
• Integrate predictive/generative 
• Integrate retrieval of private memories or data
• Integrate with planning, task decomposition, and prioritization



Transformer Models

Transformers are efficient, multi-
modal data processors



GPT1 - Improving Language Understanding by Generative 
Pre-Training (Radford et al. 2018)

• Pre-training: Maximize data likelihood as a product of conditional probabilities, trained on Books Corpus
• Predict each token based on the k tokens (the “context”) that came before



GPT-2 (Radford et al. 2019) - Language Models are 
Unsupervised Multitask Learners

“Current systems are better characterized as narrow experts rather than competent generalists. We 
would like to move towards more general systems which can perform many tasks – eventually without 
the need to manually create and label a training dataset for each one.

“Our suspicion is that the prevalence of single task training on single domain datasets is a major 
contributor to the lack of generalization observed in current systems. Progress towards robust systems 
with current architectures is likely to require training and measuring performance on a wide range of 
domains and tasks.”

• A general systems learn to model 𝑃(𝑜𝑢𝑡𝑝𝑢𝑡|𝑖𝑛𝑝𝑢𝑡, 𝑡𝑎𝑠𝑘)
• task can be specified in natural language
• Aims to general purpose language learner



GPT-2 Architecture and Model Sizes
• Architecture similar as GPT-1 and BERT

• GPT-2 is generatively trained on WebText data and not fine-tuned 
on anything else 
– 8 million documents (40GB text)

GPT-1 Size
BERT Size
GPT-2 Size



GPT-2: Zero shot Excellent Performance

• SOTA in many tasks 
without tuning for them

Perplexity (PPL); lower is better

“The diversity of tasks the model is able to perform in a 
zero-shot setting suggests that high-capacity models 
trained to maximize the likelihood of a sufficiently varied 
text corpus begin to learn how to perform a surprising 
number of tasks without the need for explicit supervision.”



GPT-3 (Brown et al. 2020)



Models and Architectures



Training

Rough compute 
price to train GPT-
3 175B: ~$4.5M



Few-shot “In 
Context Learning”

Larger GPT models trained on 
even more data are good at many 
tasks, especially text generation, 
and can be “trained” at inference 
time with in-context examples



GPT-2 scale
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Emergent Abilities of Large Language Models

Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel, Barret Zoph, Sebastian Borgeaud, Dani 
Yogatama, Maarten Bosma, Denny Zhou, Donald Metzler, Ed H. Chi, Tatsunori Hashimoto, Oriol 
Vinyals, Percy Liang, Jeff Dean, William Fedus
Scaling up language models has been shown to predictably improve performance and sample efficiency on 
a wide range of downstream tasks. This paper instead discusses an unpredictable phenomenon that we 
refer to as emergent abilities of large language models. We consider an ability to be emergent if it is not 
present in smaller models but is present in larger models. Thus, emergent abilities cannot be predicted 
simply by extrapolating the performance of smaller models. The existence of such emergence implies that 
additional scaling could further expand the range of capabilities of language models.

Published in Transactions on Machine Learning Research (08/2022) 
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AN ABILITY IS EMERGENT IF IT IS NOT PRESENT 
IN SMALLER MODELS BUT IS PRESENT IN LARGER 
MODELS. 

qualitative change is also known as a phase 
transition—a dramatic change in overall behavior that 
would not have been foreseen by examining smaller-
scale systems (Huberman & Hogg, 1987). 





One example of few-shot promoting





Few Shot Prompting tasks 

• BIG-Bench. Selecting  four emergent few-shot prompted tasks from BIG-Bench, a crowd-sourced suite of over 
200 benchmarks for language model evaluation (BIG-Bench, 2022).

• TruthfulQA. This benchmark is adversarially curated against GPT-3 models, which do not perform above random, 
even when scaled to the largest model size. 

• Grounded conceptual mappings. language models must learn to map a conceptual domain, such as a cardinal 
direction, represented in a textual grid world (Patel & Pavlick, 2022)., performance only jumps to above random 
using the largest GPT-3 model. 

• Multi-task language understanding. Figure 2G shows the Massive Multi-task Language Understanding (MMLU) 
benchmark, which aggregates 57 tests covering a range of topics including math, history, law, and more 
(Hendrycks et al., 2021a). 

• Word in Context. Finally, Figure 2H shows the Word in Context (WiC) benchmark (Pilehvar & Camacho- Collados, 
2019), which is a semantic understanding benchmark. 





Analysis



Analysis



What about other metrics



Augmented prompting strategies 

• prompting and finetuning strategies to further augment the abilities of language models. 

• Multi-step reasoning. Reasoning tasks, especially those involving multiple steps, have been challenging for language 
models and NLP models more broadly (Rae et al., 2021; Bommasani et al., 2021; Nye et al., 2021). A recent prompting 
strategy called chain-of-thought prompting enables language models to solve such problems by guiding them to 
produce a sequence of intermediate steps before giving the final answer (Cobbe et al., 2021; Wei et al., 2022b; Suzgun
et al., 2022). 

• Instruction following. Another growing line of work aims to better enable language models to perform new tasks 
simply by reading instructions describing the task (without few-shot exemplars). By finetuning on a mixture of tasks 
phrased as instructions, language models have been shown to respond appropriately to instructions describing an 
unseen task (Ouyang et al., 2022; Wei et al., 2022a; Sanh et al., 2022; Chung et al., 2022). 

• Program execution. Consider computational tasks involving multiple steps, such as adding large numbers or executing 
computer programs. Nye et al. (2021) show that finetuning language models to predict intermediate outputs 
(“scratchpad”) enables them to successfully execute such multi-step computations. 

• Model calibration. Finally, an important direction for deployment of language models studies is calibration, which 
measures whether models can predict which questions they will be able to answer correctly. Kadavath et al. (2022) 
compared two ways of measuring calibration: a True/False technique, where models first propose answers and then 
evaluate the probability “P(True)” that their answers are correct, and more-standard methods of calibration, which use 
the probability of the correct answer compared with other answer options. 









Why Elbow shape / emergent pattern? 
• 1. For certain tasks, there may be natural intuitions for why 

emergence requires a model larger than a particular threshold 
scale. For instance, if a multi-step reasoning task requires l steps of 
sequential computation, this might require a model with a depth of 
at least O (l) layers

• 2. more parameters and more training enable better memorization 
that could be helpful for tasks requiring world knowledge.4 As an 
example, good performance on closed-book question-answering 
may require a model with enough parameters to capture the 
compressed knowledge base itself (though language model-based 
compressors can have higher compression ratios than conventional 
compressors (Bellard, 2021))



LLM for All (plus promoting) vs. 
Task specific model 



https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/keywords_to_tasks.md#big-bench-lite

The Beyond the Imitation 
Game Benchmark (BIG-bench) 
is a collaborative benchmark 
intended to probe large 
language models and 
extrapolate their future 
capabilities. The more than 
200 tasks included in BIG-
bench are summarized by 
keyword here, and by task 
name here. A paper 
introducing the benchmark, 
including evaluation results on 
large language models, is 
currently in preparation.

https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/keywords_to_tasks.md
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/README.md


Figure 8: Proportion of emergent tasks for keywords in BIG-Bench (each task 
can be associated with multiple keywords). We only included keywords with at 
least five tasks. Smoothly increasing: performance improved predictably as 
model scale increased. Emergent with LaMDA/GPT: performance was near-
random until used with LaMDA 137B or GPT-3 175B. Emergent with PaLM: 
performance was near-random for all previous models, until using a PaLM 
model (8B, 62B, or 540B). Flat: no model performs better than random. 











More on LLM 



Many Large Scale PreTrained Language Model
• Basics (GPT, BERT, T5)
• PaLM

– (decoder-only trained with next-token prediction)

• BLOOM 
– BLOOM is essentially similar to GPT3 (auto-regressive model for 

next token prediction), but has been trained on 46 different 
languages and 13 programming languages.

• Flan-PaLM / Flan-T5
• Many many new recent LLMs on huggingface: Llama, Mistral



PaLM: Scaling Language Modeling with Pathways
Aakanksha Chowdhery, et al, Erica Noah Fiedel
Large language models have been shown to achieve remarkable performance across a variety of natural language 
tasks using few-shot learning, which drastically reduces the number of task-specific training examples needed to 
adapt the model to a particular application. To further our understanding of the impact of scale on few-shot learning, 
we trained a 540-billion parameter, densely activated, Transformer language model, which we call Pathways 
Language Model PaLM. We trained PaLM on 6144 TPU v4 chips using Pathways, a new ML system which enables 
highly efficient training across multiple TPU Pods. We demonstrate continued benefits of scaling by achieving state-
of-the-art few-shot learning results on hundreds of language understanding and generation benchmarks. On a 
number of these tasks, PaLM 540B achieves breakthrough performance, outperforming the finetuned state-of-the-art 
on a suite of multi-step reasoning tasks, and outperforming average human performance on the recently released 
BIG-bench benchmark. A significant number of BIG-bench tasks showed discontinuous improvements from model 
scale, meaning that performance steeply increased as we scaled to our largest model. PaLM also has strong 
capabilities in multilingual tasks and source code generation, which we demonstrate on a wide array of benchmarks. 
We additionally provide a comprehensive analysis on bias and toxicity, and study the extent of training data 
memorization with respect to model scale. Finally, we discuss the ethical considerations related to large language 
models and discuss potential mitigation strategies.

https://arxiv.org/search/cs?searchtype=author&query=Chowdhery%2C+A
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Scaling Instruction-Finetuned Language Models
Hyung Won Chung, Le Hou, Shayne Longpre, Barret Zoph, Yi Tay, William Fedus, Eric Li, Xuezhi 
Wang, Mostafa Dehghani, Siddhartha Brahma, Albert Webson, Shixiang Shane Gu, Zhuyun Dai, Mirac 
Suzgun, Xinyun Chen, Aakanksha Chowdhery, Sharan Narang, Gaurav Mishra, Adams Yu, Vincent 
Zhao, Yanping Huang, Andrew Dai, Hongkun Yu, Slav Petrov, Ed H. Chi, Jeff Dean, Jacob Devlin, Adam 
Roberts, Denny Zhou, Quoc V. Le, Jason Wei
Finetuning language models on a collection of datasets phrased as instructions has been shown to improve model 
performance and generalization to unseen tasks. In this paper we explore instruction finetuning with a particular 
focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on chain-of-thought data. 
We find that instruction finetuning with the above aspects dramatically improves performance on a variety of model 
classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT), and evaluation benchmarks (MMLU, 
BBH, TyDiQA, MGSM, open-ended generation). For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks 
outperforms PALM 540B by a large margin (+9.4% on average). Flan-PaLM 540B achieves state-of-the-art 
performance on several benchmarks, such as 75.2% on five-shot MMLU. We also publicly release Flan-T5 
checkpoints, which achieve strong few-shot performance even compared to much larger models, such as PaLM 
62B. Overall, instruction finetuning is a general method for improving the performance and usability of pretrained 
language models.
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Chain-of-thought prompting is highly effective but having to 
write few-shot exemplars can be tedious and zero-shot CoT 
doesn’t always work well. Our CoT finetuning significantly 
improves zero-shot reasoning abilities, such as on 
commonsense reasoning.
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On the Opportunities and Risks of Foundation Models
Authors: Rishi Bommasani, Drew A. Hudson, Ehsan Adeli, Russ Altman, Simran Arora, Sydney von 
Arx, Michael S. Bernstein, Jeannette Bohg, Antoine Bosselut, Emma Brunskill, Erik Brynjolfsson, Shyamal 
Buch, Dallas Card, Rodrigo Castellon, Niladri Chatterji, Annie Chen, Kathleen Creel, Jared Quincy 
Davis, Dora Demszky, Chris Donahue, Moussa Doumbouya, Esin Durmus, Stefano Ermon, John 
Etchemendy, Kawin Ethayarajh , et al. (89 additional authors not shown)
Abstract:AI is undergoing a paradigm shift with the rise of models (e.g., BERT, DALL-E, GPT-3) that are 
trained on broad data at scale and are adaptable to a wide range of downstream tasks. We call these models 
foundation models to underscore their critically central yet incomplete character. This report provides a 
thorough account of the opportunities and risks of foundation models, ranging from their capabilities (e.g., 
language, vision, robotics, reasoning, human interaction) and technical principles(e.g., model architectures, 
training procedures, data, systems, security, evaluation, theory) to their applications (e.g., law, healthcare, 
education) and societal impact (e.g., inequity, misuse, economic and environmental impact, legal and ethical 
considerations). Though foundation models are based on standard deep learning and transfer learning, their 
scale results in new emergent capabilities,and their effectiveness across so many tasks incentivizes 
homogenization. Homogenization provides powerful leverage but demands caution, as the defects of the 
foundation model are inherited by all the adapted models downstream. Despite the impending widespread 
deployment of foundation models, we currently lack a clear understanding of how they work, when they fail, 
and what they are even capable of due to their emergent properties. To tackle these questions, we believe 
much of the critical research on foundation models will require deep interdisciplinary collaboration 
commensurate with their fundamentally sociotechnical nature.
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• 5: Interaction. Foundation models show 
clear potential to transform the developer 
and user experience for AI systems: 
foundation models lower the difficulty 
threshold for prototyping and building AI 
applications due to their sample 
efficiency in adaptation, and raise the 
ceiling for novel user interaction due to 
their multimodal and generative 
capabilities. 

• This provides a synergy we encourage 
going forward: developers can provide 
applications that better fit the user’s 
needs and values, while introducing far 
more dynamic forms of interaction and 
opportunities for feedback.

• E.g. low-code / code-completion 

For example: 2.5




