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The rise of LLMs
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LLMs: Monsters with Unwanted Knowledge
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Why is Editing LLMs Necessary?
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Why Model Editing?
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Definition of the Task

§ In-scope 𝑰(𝒙𝒆, 𝒚𝒆) à Encompasses 𝑥" along with its equivalence neighborhood N(𝑥" , 𝑦"), 
which includes related input/output pairs

 E.g.: 𝓍𝑖𝑛 - Who is the president of United States ? 

q Edit descriptor à (𝑥" , 𝑦")

q Adjust an initial base model’s 𝑓# behavior on the particular edit descriptor (𝑥" , 𝑦") efficiently without 
influencing the model behavior on other samples. 

The ultimate goal is to create an edited model à 𝒇𝜽𝒆

§ Out-of-scope 𝑶 𝒙𝒆, 𝒚𝒆 à Consists of inputs that are unrelated to the edit example
  E.g.: 𝓍out - Why is the sky blue?

q Edit scope à 𝑆(𝑥")



10

Evaluation Metrics

ü Reliability: the post-edit model 𝒇𝜽𝒆	gives the target answer for the case (𝑥" , 𝑦") to be edited

ü Generalization: The post-edit model 𝒇𝜽𝒆 should also edit the equivalent neighbour N(𝑥" , 𝑦")

ü Locality: 𝒇𝜽𝒆 should not change the output of the irrelevant examples in the Out-of-scope 𝑂 𝑥" , 𝑦"



Classification of current methods
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Classification of current methods
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A simple overview of current methods
Comparisons between several existing model editing approaches

§ Additional Training à whether the methods need training before conducting specific edits
§ Edit Type à the format the method can edit
§ Batch Edit à editing multiple target knowledge simultaneously
§ Editor Area à specific region of the LLMs that the methods aim to modify
§ FFN à feed-forward module. 
§ Editor Parameters à parameters that need to be updated for editing
§ L à the number of layers to update
§ mlp à FFN 
§ mlpproj à second linear layer in FFN
§ neurons àkey-value pair in FFN.
§ N àthe quantity of neuron to be updated within a single layer.
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Preliminary Experiments
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• Centered on Factual Knowledge

— Refers to information that is based on facts, evidence, or proven truths
— Verified as true or false based on empirical evidence or authoritative sources

ZsRE: Zero-Shot Relation Extraction via
Reading Comprehension[1]

Map each relation type R(x,y) to at least one 
parametrized natural-language question 
q_x whose answer is y

For example, the relation educated_at(x,y) can be 
mapped to "Where did x study?" and "Which 
university did x graduate from?". Given a particular 
entity x ("Turing") and a text that mentions x 
("Turing obtained his PhD from Princeton"), a non-
null answer to any of these questions ("Princeton") 
asserts the fact and also fills the slot y

https://nlp.cs.washington.edu/zeroshot/zeroshot.pdf


Preliminary Experiments
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CounterFact Dataset

Measure the efficacy of significant changes

ZsRE: Do not provide detailed insights that 
would allow us to distinguish superficial 
wording changes

• Centered on Factual Knowledge

— Refers to information that is based on facts, evidence, or proven truths
— Verified as true or false based on empirical evidence or authoritative sources



Preliminary Experiments
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Basic Model Preserve Parameters Modify Parameters

Memory-based Add. Param. Meta-Learning Locate and Edit



Preliminary Experiments
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Model Scaling

• ROME and MEMIT performing well on the 
GPT-NEOX-20B model but failing on OPT-13B

• MEMIT performs worse due to its reliance on 
multi-layer matrix computations

• IKE’s performance is affected by the in-context 
learning ability

• The results of OPT are even worse than the 
results of GPT-NEOX



Preliminary Experiments
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Batch Editing

• Necessary to modify the model with multiple knowledge pieces simultaneously

• Focused on batch-editing-supportive methods (FT, SERAC, MEND, and MEMIT)

• MEMIT supports massive knowledge editing for LLMs

• SERAC can conduct batch edits perfectly up to 100 edits. MEND and FT-L performance in batch 
edits is not as strong



Preliminary Experiments
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Sequential Editing

• The ability to carry out successive edits is a vital feature for model editing

• Methods that freeze the model’s parameters, like SERAC and T-Patcher, generally show stable performance 
in sequential editing

• Those altering the model’s parameters struggle, e.g., ROME and MEND

Figure. Sequential Editing performance against data stream size (log-scale).



Comprehensive Study
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Proposed more comprehensive evaluations regarding portability, locality, and efficiency.

Portability – Robust Generalization

• Crucial to verify if these methods can handle the implication of an edit for realistic applications

• Definition: Gauge the effectiveness of model editing in transferring knowledge to related content, termed 
robust generalization

• Three aspects:

• Subject replace: replacing the subject in the question with an alias or synonym

• Reversed relation: If the target of a subject and relation is edited, attribute of the target entity also changes

• One-hop:  Modified knowledge should be usable by the edited language model for downstream tasks



Comprehensive Study
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Portability

Portability is calculated as the average accuracy of the 
edited model (𝑓#") when applied to reasoning examples in 
𝑃 𝑥" , 𝑦" .



Comprehensive Study
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Locality - Side Effect of Model Editing

• Evaluate potential side-effects of model editing.

• Other relations: Argue that other attributes of the subject 
that have been updated should remain unchanged after 
editing.

• Distract Neighborhood: If edited cases are concatenated 
or presented before unrelated input to the model, the 
model tends to be "swayed" or influenced by those 
edited cases. Table: Locality results on various model editing methods 

for GPT-J



Comprehensive Study
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Efficiency 

• Model editing should minimize the time and memory required for conducting edits without 
compromising the model’s performance

Time Analysis Memory Analysis



Limitations
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• Model Scale: Computational Complexities

• Different architectures need to be explored: Llama

• Editing Scope: Application of model editing goes beyond mere factual contexts

• Elements such as personality, emotions, opinions, and beliefs also fall within the scope of model 
editing

• Editing Setting: Multi-edit evaluation

• Zhong et al. (2023) proposed a multi-hop reasoning setting that explored current editing methods’ 
generalization performance for multiple edits simultaneously

• Editing Black-Box LLMs: Utilize in-context learning or prompt-based methods to modify these LLMs

https://arxiv.org/abs/2305.14795
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Model Fine-tuning
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LLM architecture Pretrained LLM Tuned LLM

Large dataset Domain/task specific
Small dataset

Pre-training Tuning

General purpose model (Task / domain)
specific model



Challenges of Fine-tuning
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Pretrained LLM Tuned LLM

Domain/task specific
Small dataset

LLM Architecture

Trained Weights

Complex
Large # of parameter

Unavailable
Black box

Small dataset

Proxy Tuning



Idea of Proxy-Tuning
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q  𝑉𝑜𝑓𝑓𝑠𝑒𝑡 is a vector that denotes 

the correct direction 

q ftuned(x) = funtuned(x) + 𝑉𝑜𝑓𝑓𝑠𝑒𝑡 (x)

fun-tuned(x) ftuned(x)

q Assume x is the input and f(x) is the corresponding output

x1 X’1𝑉𝑜𝑓𝑓𝑠𝑒𝑡 (x)

Assumption: Correct direction remains same for smaller tuned and untuned model

ftuned(x) = funtuned(x) + 𝜶(gtuned(x)-guntuned(x))  (this is an approximation)

q g(x) is the output of small LM & funtuned(x) is called base model



What is proxy-tuning?
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q Decoding-time algorithm that adapts LLMs without accessing their 

internal weights

q Uses only the base model’s (LLM) output predictions

Resource-Efficient
ü Avoids altering the base 

model’s parameters

ü Use base model’s output

Small LM Adaptation
ü Tuning smaller LM

ü No weight modification 

for the base model

Preserving Knowledge
ü Retain factual knowledge

ü Balance customization 

and pretraining benefits



How does it work??
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Pretrained LLM
Untuned small 

LM Tuned small LM

Select Pretrained base LLM

Choose small tuned and untuned 
                               LM

Compute logit (output) difference

Apply offset to base LLM logits

Evaluate performance

input

yp yu yt

offset = yt-yuy = yp + offset

Apply softmax & evaluate



Performance Evaluation
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Iterative refinement (optional)

q When: performance is not as expected

q Solution: adjust tuned (and/or) untuned LM 

Evaluation Strategies

q Benchmark performance: performance across various benchmarks & tasks

q Gap Closure: gap between a base LM and it’s fully fine-tuned version

q Truthfulness assessment: check the truthfulness of the generated response

q Generality: check domain adaptations



Example of Proxy-tuning 
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Generated response from Proxy-tuning
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Computational Complexity
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Instruction-Tuning Experiments
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Four  Datasets used in evaluation:

(1) GSM : arithmetic word problem dataset where correct answer is a number

(2) AlpacaFarm : open ended instructions. Model is evaluated on the win rate of its  Reponses    against TEXT-
DAVINCI-003  judged by GPT-4.

(3) Toxigen : prompts models with series of hateful statements about some demographic group. Correct behaviour 
indicates no hateful content was generated in response to prompts. Outputs judged by RoBERTa –LARGE based 
toxicity classifier.

(4) TruthfulQA : set of misleading questions evaluate based on:

• MCQ : questions created by combining the best answer option with upto three incorrect options from dataset.
• Open Ended : Responses evaluated using tuned GPT-3 models:

q One GPT-3 model evaluates truthfulness
q Another GPT-3 model evaluates informativeness



General Results
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• AlpacaFarm : Proxy 
tuned lags 3.4% to 1.6% 
from 13B to 70B

• GSM :  Proxy tuning 
gives less accuracy than 
directly tuned but only 
directly tuned 70B 
breaks 50%

Base : pretrained LLMA2
Directly tuned : LLAMA2-CHAT
Proxy tuned : LLAMA2-7B-CHAT as 
expert LLAMA2-7B as non-expert

• ToxiGEN : Excellent performance by proxy tuning (near 0% toxicity)

• TruthfulQA : proxy did not do well in MCQ but excelled in 
informativeness scores scoring higher (+6%) than directly tuned model.



TruthfulQA detailed results
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%Truthfulness : Answer to question does not assert a 
false statement. (does not give any factually incorrect 
answer)

% informativeness : provided information that 
reduces uncertainty raised by question.

Why do we need informativeness ? Otherwise, the 
most truthful answer to every question would be ‘no 
comment’

e.g.: Describe the properties of a water molecule?
Informativeness: (1) 2 H atoms 1 O atoms (2) atoms 
form covalent bonding (3) bonding angle is 104.5o

(4) Each H atom has 1 proton, each O atom has 16 
protons. (5) there is a polarization of O – H bonds

Large jump in truthfulness means decoding-time algorithms may preserve knowledge better than direct 
finetuning, which has the potential to hurt performance on knowledge-intensive tasks (Ouyang et al., 2022).

arXiv:2203.02155

https://arxiv.org/abs/2203.02155


Code Adaptation Experiments
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CODELLAMA-7B-PYTHON as expert (Model started as LLAMA2-7B --> trained on general code --> specialized 
on python.)

7B-BASE as anti-expert.

Datasets:

• CodexEval : asks models to write python function given a function signature and description

• DS-1000 : contains python programming problems form StackOverflow.

Evaluation Criteria:
Functional correctness of generated code auto evaluated through testcases.

Evaluation Parameter:
 pass@10 : how likely at least one of 10 sampled solutions for a problem are correct, using unbiased 
estimate from  sampling 20 generations per example with temperature 0.8.



Code Adaptation Experiments
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CodexEval:

• Proxy tuning improves performance of an untuned model 
but still lags behind (-13% for CodexEval) direct tuning for 
13B model. 

• They did not have data of direct tuning for 70B model.

DS-1000:

All results were near 50% or lower except 13B directly tuned 
model.

Overall, proxy-tuned models did worse than 7B-directly tuned 
models (-3.2% for CodexEval and -10.8% for DS-1000)

Proxy-tuning needs more work for code generation applications.



Task Finetuning Experiments
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Most LLM models do not work reliability for specific tasks out-of-the-box. Finetuning is used to improve the 
reliability of most models based on the target task.

Two tasks: QuestionAnswersing (TriviaQA) and math word problems (GSM)

LLAMA2-7B finetuned on trainset to obtain a task expert. Anti expert 
is another LLAMA2-7B model.

TriviaQA : Exact Match accuracy against reference (and aliases).

Math Word Problems : Train models to predict original answer 
passage from dataset.
Answer passages are step-by step solutions with particular 
formatting styles : e.g., “⟨⟨1+1=2⟩⟩” and stating the final answer at the 
end of the passage following four hash symbols (e.g., “#### 4”).

13B : proxy tuned lags (-4.2% for TriviaQA and -9% for GSM)

70B : proxy tuned lages ( -1.1% for TriviaQA and -13.4 % for GSM)



Analysis of proxy tuning at the token level
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What tokens do proxy-tuning influence?

• Start with 13B-BASE and its proxy-tuned version.

• Record next-token logit distribution at each time step from both, normalize into probability distribution.

• Take differences in probabilities assigned to the top token xt  chosen by the proxy-tuned model 5𝑀:

Proxy-tuned Based



Analysis of proxy tuning at the token level
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GSM : Δt for tokens on LHS and RHS lines  of intermediate equations are compared to reference LHS and RHS 
respectively where there is a single correct answer. Parse all intermediate equations as sequences of math symbols 
containing the equal sign (=) and compare tokens to its left and to its right. 

0.130 on average for LHS tokens, and 0.056 for RHS tokens, a difference which is statistically significant with 
p < 0.0001 under a t-test.

Proxy tuning contributes more to formulating reasoning steps than to generating factual statements.



Analysis of proxy tuning at the token level
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TruthfulQA :
• Record tokens most influenced by proxy tuning, Vocabularies must occur at least 100 times in generations.

• Table shows 12 types whose probability increased the most from LLAMA2-13B to its proxy tuned version.

• Top Context are 4-grams where these words appear the most.

Instruction tuning mainly influences reasoning and style 
instead of increasing the model’s knowledge

Most are stylistic changes:
• pushing back on the assumptions of the question 

(“There is no scientific...”)
• pointing out common misconceptions (“is a common 

myth”)
• refraining from answering (“I cannot provide”),
• acknowledging the complexity of the issue (“it’s worth 

noting that”). 



Analysis of proxy tuning at the token level
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Effect of Hyperparameter on proxy tuning:

offset = yt-yuy = yp + offsetTake original equations:

Introduce hyperparameter α : offset = α ( yt-yu )

Evaluate on truthfulQA dataset :

Single linear scaled hyperparameter shows trade-off 
between informativeness and truthfulness. 

Too  much tuning means will respond with ‘no-comment’.

Some optimum value exists for a specific dataset 



Conclusion
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• Proxy-tuning is a promising method for the decoding-time by modifying output logits.

• Efficient alternative to direct finetuning

• Viable method to fine-tuning proprietary models.

• As full finetuning might lead to forgetting old information, proxy tuning might open a new method of 
continual learning since it is more efficient.
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Paper : III



"The Right to be Forgotten"
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“The right to have private information about a person be removed from 
Internet searches and other directories under some circumstances”

Information and events from the past can still cause 
stigma and consequences even many years later

• James Gunn was fired from "Guardians of the Galaxy 3" by 
Disney after his offensive tweets resurface. 

• Kevin Hart In 2018 was tapped to host the Oscars. After his 
homophobic tweets resurfaced, he posted years prior created a 
huge controversy.



Machine Unlearning
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• Machine unlearning aims to remove the 
influence of a specific subset of training 
examples — the "forget set" — from a 
trained model. 

• An ideal unlearning algorithm would 
remove the influence of certain examples 
while maintaining other beneficial 
properties, such as accuracy and 
generalization.



Reasons for Machine Unlearning
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Security of the Model: 

Detecting and deleting adversarial data to avoid wrong predictions

Privacy of User: 

Users may request data deletion to protect their privacy and avoid potential data leaks

Usability of System: 

Producing inconvenient recommendations based on outdated, 
noisy, or malicious data associated with the user. 

Fidelity: 

Mitigating bias in ML model by unlearning data that are bias.



Machine Unlearning Challenges
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Stochasticity of training

• Neural networks are trained on random mini-batches

•  Specific data sample to be removed would need to be removed from all batches.

Incrementality of training

• Model update on a given data sample will affect the model performance on data samples fed into the model after 
this data.

• A model’s performance on this given data sample is also affected by prior data samples.

Catastrophic unlearning

• An unlearned model usually performs worse than the model retrained on the remaining data.

• The degradation can be exponential/ catastrophic when more data is unlearned. 



Machine Unlearning Definition (Exact/Perfect)

56Dr = D\Df

The probability distribution of the unlearned 
models should be equal to the probability 
distribution of models trained on the remaining 
dataset  (after removing the forget set).

A (D\Df)

D

Df
A (D)

U(D, Df, A (D))

U

Pr (A) = Pr (U) ??



Unlearning Definition (Approximate)
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• Approximate unlearning approaches attempt to address these cost related constraints. 

• Instead of retraining, these strategies: perform computationally less costly actions on the final 
weights.

• The unlearned model should be approximately indistinguishable from a model that was never 
trained on the single data point, with the level of approximation determined by 𝜖.

The ratio of the probabilities of the unlearned model and 
the model trained on the remaining dataset, belonging to 
any subset T of the hypothesis space should be bounded 
by 𝑒^(−𝜖) and 𝑒^𝜖. 



Differential Privacy and Approximate Unlearning
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For any two datasets 𝐷 and 𝐷′ that differ by a single data point 𝑧, 
the probability of a model trained on 𝐷 (denoted as 𝐴(𝐷)) belonging to a subset T of the 
hypothesis space H should be close to the probability of a model trained on 𝐷 without 𝑧 
(denoted as 𝐴(𝐷 \ 𝑧)) belonging to the same subset T. 

The closeness is bounded by 𝑒^(−𝜖) and 𝑒^𝜖, where ϵ is the privacy parameter.

• Differential privacy implies ϵ-approximate unlearning.

• A model that satisfies ϵ-approximate unlearning does not necessarily provide differential privacy.



Other Unlearning Scenarios
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Other Unlearning Scenarios
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Zero-glance (subset)
Zero-shot (no)

Few-shot (yes)

Few-shot (subset)
Zero-glance (no)

Zero-shot (yes)
Few-shot (subset)

Zero-glance (no)

Zero-shot (yes)



Unlearning Framework
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Unlearning Requests
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Item Removal: 

• Users ask for specific data points or samples to be removed from the training data. 
• Example: Personal photos be deleted.

Feature Removal: 

• Users might want to remove a specific feature or attribute from the model, especially if that 
feature is sensitive or inappropriate.

• Example: Gender or race information in job application screening system.



Unlearning Requests
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Task Removal: 

• In scenarios where a model is trained on multiple tasks (e.g., a robot learning to assist a 
patient with different activities), users might want the model to forget a specific task entirely.

Stream Removal: 

• In online learning scenarios where data arrives continuously, users might make a sequence of 
removal requests over time.

• Example: In a news recommendation system, users might ask to have certain articles or 
topics removed from their personalized feed.



Unlearning Design Requirements
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Completeness (Consistency): 

• The unlearned model should behave similarly to a model that was retrained from scratch 
without the forgotten data.

Timeliness: 

• The unlearning process should be fast and efficient, especially compared to retraining the 
model from scratch

Accuracy: 

• The unlearning process should not significantly degrade the model's accuracy on the retained 
data.



Unlearning Design Requirements
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Verifiability: 

• The unlearning framework should include a verification mechanism that allows end-users to 
check whether their data has been successfully forgotten by the model.

Model-agnostic: 

• A versatile unlearning framework should be applicable to different types of machine learning 
models and algorithms, rather than being limited to a specific model architecture.



Unlearning Verification

66

Feature Injection Test: 

• The goal of this test is to verify whether the unlearned model has adjusted the weights 
corresponding to the removed data samples based on data features/attributes

• Adding a distinctive feature to the data points to be removed and checking model weights

• If the weights remain unchanged, it suggests that the unlearning process was ineffective.

The goal of unlearning verification methods is to certify that one cannot easily distinguish 
between the unlearned models and their retrained counterparts. 

While the evaluation metrics are theoretical criteria for machine unlearning, unlearning 
verification can act as a certificate for an unlearned model.



Unlearning Verification
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Information Leakage: 

• Compare the model's outputs distribution before and after unlearning, one can assess the 
information leakage about the forgotten data.

Forgetting Measuring: 

• This approach quantifies the forgetfulness of a model by measuring the success rate of 
privacy attacks.

• A model is said to 𝛼-forget a training sample if a privacy attack (e.g., a membership 
inference) on that sample achieves no greater than success rate 𝛼.

• A higher attack success rate indicates that the model has not fully forgotten the target data.



Unlearning Algorithms
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1. Model-Agnostic approaches: 

• Treats the model as a black box and 
• Flexible and applicable to various models
• Does not require model architecture knowledge

2. Model-Intrinsic approaches: 

• Leverages specific properties, architectures, or learning algorithms of different model types
• Tailored to specific model types
• Can provide more efficient or effective unlearning

3. Data-Driven approaches: 

• Can work with various models
• Suitable for scenarios with limited access to model



Unlearning Algorithms (Model-Agnostic Approach)
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Differential privacy: 

• This approach involves adding noise to the model's parameters during training to limit the influence of 
individual data points. 

• By controlling the level of noise, you can make the model's output less sensitive to the presence or 
absence of specific training examples, effectively "unlearning" their impact.

Statistical query learning: 

• Instead of training the model directly on individual data points, 
     this method uses aggregate statistics of the data, such as means or variances. 

• By working with these summary statistics, the model becomes less dependent on specific instances, 
making it easier to remove the influence of particular data points during unlearning.

• Treats the model as a black box and 
• Flexible and applicable to various models
• Does not require model architecture knowledge



Unlearning Algorithms (Model-Intrinsic Approach)
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Unlearning for Linear Models: 

• Unlearning techniques for these models often involve directly updating the model 
parameters (e.g., weights and biases) to remove the influence of specific data points

Unlearning for Deep Neural Networks: 

• Unlearning techniques for DNNs often exploit the layered structure of these models

• Unlearning specific neurons or layers that are most influenced by the data points to be 
forgotten

• Leverages specific properties, architectures, or learning 
algorithms of different model types

• Tailored to specific model types
• Can provide more efficient or effective unlearning



Unlearning Algorithms (Data-Driven Approach)
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Data-driven unlearning approaches focus on manipulating the training data itself to remove 
the influence of specific data points, rather than directly modifying the model parameters or 
architecture.

• Data Partitioning (Efficient Retraining): 

• Data Augmentation (Error-manipulation noise)

• Data Influence



Unlearning Algorithms (Data-Driven Approach)
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Data Partitioning (Efficient Retraining): 

• Dividing the training data into smaller subsets or partitions (shard). 

• Each shard is used to train a separate model, and the final model output is obtained by aggregating the sub-models. 

• When a data point needs to be forgotten, only the affected shards are retrained, while the rest of the sub-models remain 
unchanged. 

Data Augmentation

Data Influence
 



Evaluation Metrices
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Unified Design Requirements
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