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Unleashing the potential of prompt engineering in 
Large Language Models: a comprehensive review
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1. Basic of Prompt Engineering: Role Playing, Few-Shot

2. Advanced: CoT, Self-consistency, Knowledge Generation, ToT, GoT, CoVe

3. Assess: Subjective and Objective, Comparing Different Prompt Methods

4. Applications: Education, Content Creation and Editing, Computer Programming, Reasoning, Dataset 
Generation

5. Future Direction: Understanding of Structure, AIGC

6. Conclusion
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1. Basic Prompt 2. Clear and Precise

3. Role Playing



Basic of Prompt Engineering
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4. Few Shot 5. LLM settings: temperature and top-p



Advanced Methodologies
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2. Self-Consistency: 
Step1 - CoT prompting 
Step2 - Sampling
Step3 - Marginalize the reasoning path

1. Chain of Thought, Golden Chain 
of Thought



Advanced Methodologies
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3. Knowledge Generation 4. Least-to-most Prompting



Advanced Methodologies

95. Tree of Thoughts (ToT) 6. Graph of Thoughts (GoT)
Image source

https://medium.com/@JacekWo/llms-graph-of-thoughts-framework-c5607a46aa9a


Advanced Methodologies
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7. Chain of Verification 8. Plugins
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1. Subjective evaluations
Pros: Fluency, Accuracy, Novelty, and Relevance
Cons: Inconsistency Problem, Expensive, Time Consuming

- Human Evaluator

2. Objective evaluations
Pros: Automatic Evaluation, Cheap, Quick
Cons: Alignment Problem

- BLEU: BiLingual Evaluation Understudy
- ROUGE: Recall-Oriented Understudy for Gisting Evaluation
- METEOR: Metric for Evaluation of Translation with Explicit ORdering
- BERTScore: BERT Model used for metric.



Assessing the Efficacy of Prompt Methods
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3. Comparing different prompt methods: Self-Supervised Evaluation, LLM-Eval, 
InstructEval



Dataset Generation

1. Assessment in teaching and learning: Provide rubric 
about a course, automated grading

2. Content Creation and Editing: 
Pathways LM (PaLM), Dynamic 
Prompting, Detailed Outline Control 
(DOC)



Dataset Generation
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3. Computer Programming: Self-Debugging, Multi-step 
prompts, Repo-Level Prompt

4. Dataset generation: Is GPT-3 a 
Good Data Annotator?



Dataset Generation

15

5. Reasoning Task: Self-Talk, Diverse Prompts, Re-ranking



Future Direction
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1. Need Better Understanding of 
Model Structure

2. Agent for AI-generated content 
(AIGC) tools



Conclusion
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- Prompt Technique as to guiding and optimizing LLMs

- Understanding structure of LLMs is important for further Prompting 
Technique
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Skeleton Of Thought:
Prompting LLMs For Efficient Parallel Generation

Presenters:
Soneya Binta Hossain (sh7hv)

Jessie Chen (hc4vb)
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Outline:

- Motivation
-  High-level Overview
-  Method
-  Evaluation
-  SoT with Router (SoT-R)
-  Conclusion, Limitations and Future Work
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LLMs are great!!! But inference is slow

- Reason for  LLMs’ slow inference
- A large model size
- Expensive attention operation   
- The sequential decoding approach

- Existing work either compress/redesign the model, serving system, hardware

- This work instead focus on the 3rd axis and propose Skeleton Of Thought for 
efficient parallel decoding



High-level Overview
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Left: SoT first prompts the LLM to give out the 
skeleton, then conducts batched decoding or parallel 
API calls to expand multiple points in parallel, and 
finally aggregates the outputs to get the final answer.

Right: The net win rate is the difference between 
the fraction of questions that SoT-R has better 
and worse answers than normal generation. The 
speed-up is the ratio between the latency of 
normal and SoT-R generation.



High-level Overview
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Right: The net win rate is the difference between 
the fraction of questions that SoT-R has better 
and worse answers than normal generation. The 
speed-up is the ratio between the latency of 
normal and SoT-R generation.

- From  22 s to 12 s (1.83× speed-up) with Claude.

- From 43 s to 16 s (2.69× speed-up) with Vicuna-33B 
V1.3 on an NVIDIA A100.

- Suitable for questions requiring a long answer, can 
be planned ahead.

- Not suitable for questions requiring step-by-
step reasoning or need a short answer.

- SoT with router (SoT-R), employs a router to 
only trigger SoT for suitable questions.

- Tested on 12 recent LLMs.
- Up to 2.39x speed up, also improves answer quality.



Method
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- LLM generates the skeleton first

- Each key point from the 
skeleton is expanded in parallel



Method
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Proprietary models with only 
API access:

- Multiple parallel API calls

- More cost for an increased 
number of API requests and 
tokens.

For open-source models:

- Batched processing is used, paddings are added to the left of each request

- Decoding latency is mainly due to weight loading rather than activation loading or computation

- Increased batch size does not increase per token latency much

- SoT allows Bx more token decoding within same amount of time
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-   Vicuna-80, 80 questions from nine categories: coding, math, writing, roleplay, and so on

-   WizardLM,  218 questions spanning more categories and diverse difficulties

- 12 models ( 9 open-source models and 3 API-based models)

- The weights of all the open-source models from Hugging Face.

- Efficiency ( for models and different type of questions)
- Overall answer quality
- SoT-R evaluation



Evaluation
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Evaluation of Efficiency:

API-based Model:
    
     Start = time.time(); ...;  Elapsed_time = time.time() - Start

SoT Latency = latency of the skeleton API call + the slowest point-expanding API

Open Source Model:

- LLaMA 7B, 13B, or 33B architectures
- Latency profiling table for each LLaMA architecture on NVIDIA A100
- Latency for

1) prefilling sequences of length 1 to 700 across batch sizes 1 to 16.
2)  decoding one token with context lengths of 1 to 1024 across batch sizes 1 to 16.

- SoT latency estimated based on number of points B, token lengths of the requests and responses of 
the  skeleton and point-expanding stages.



Evaluation – Efficiency
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SPEED-UP BREAKDOWN: MODELS SPEED-UP BREAKDOWN: QUESTION 
CATEGORI
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SPEED-UP BREAKDOWN: MODELS
Findings:

- #Points: LLaMA2, Vicuna-7B V1.1, Vicuna-
7B V1.3, and ChatGPT-3.5 (<6), GPT-4 and 
StableVicuna-13B (≈9)

- PE response length: API-based model 
follow the pe request better with shorter 
responses than the open-source model

- Length Balance: LLaMA2 and the API-
based models generate more balanced 
point-expanding responses

- Overall Length: SoT generated answers are 
on average, 1~2× longer than normal 
generation



Evaluation – Efficiency
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Findings:

- SoT obtains speed-ups for all 
question categories

- SoT speeds up the overall answer 
generation process by 1.89× to 2.33x 
for the 5 categories.

SPEED-UP BREAKDOWN: QUESTION 
CATEGORI
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• Evaluation Process
o present a question and a pair of answers to an LLM judge.

• LLM-based evaluation frameworks:
o FastChat: general metric
o LLMZoo: general metric plus 5 detailed metrics - coherence, diversity, immersion, 

integrity, and relevance.

• Extensions to avoid evaluation bias
o Running the evaluation twice with either ordering of the two answers
o For each run, a score is assigned: 1 – win; 0 – tie; -1 – lose
o Sum the two scores to get the final score 

• Net win rates
o (#win - #lose)/total number of questions



Evaluation – Evaluation of Answer Quality
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• Overall Quality
o There is a discrepancy between the two metrics on win rates
o SoT is not worse than the baseline in around 60% of the cases
o The lose rates are also pretty high.



Evaluation – Evaluation of Answer Quality
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• Quality of each Model:
o Both metrics agree that OpenChat-13B, Vicuna-7B V1.1, Claude, LLaMA2-Chat-13B have 

negative net win rates
o Vicuna-13B V1.3, StableVicuna-13B, and UltraLM-13B have positive net win rates.



Evaluation – Evaluation of Answer Quality
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• Reasons for Bad Net Win Rates

Models write the whole 
answer in the skeleton stage.

Models do not provide details 
at point-expanding stage.

Some strong models have very 
high-quality answers that are 

hard to beat.



Evaluation – Evaluation of Answer Quality
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• Quality of each Question Category:
o SoT performs relatively well on generic, common-sense, knowledge, and counterfactual 

questions.
o Relatively poorly on writing, fermi, math, and coding.



Evaluation – Evaluation of Answer Quality
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• Quality of Detailed Metrics:
o SoT improves the diversity and relevance while hurting the immersion and coherence.



SoT-R – Definition and Framework
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• Prompting Router
o Ask the LLM if the desired answer is in a list of independent points

• Trained Router
o Annotate the LIMA training set: a label of 1 or 0.
o Fine-tune a RoBERTa model using the labeled data.
o Ask the RoBERTa to classify if the SoT is suitable for the desired answer



SoT-R – Evaluation
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• SoT-R obtains lower speed-ups than SoT
• SoT-R significantly improves the answer quality on questions where SoT is not suitable.
• The two types of SoT-R perform similarly to a human router.
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• Efficient LLM methods at model and system levels
o SoT is a data-level technique.

• Prompting methods for LLMs
o SoT is the first attempt at exploiting the power of prompting to improve efficiency.

• Answer quality evaluation
o The answer quality evaluation is far from perfect due to the limited prompt set, the potential 

bias of GPT-4 judges, and the inherent difficulty of evaluating LLM generations. 

• Efficiency and overhead of SoT in different scenarios
o higher costs due to the increased number of API calls and tokens.
o computation overhead

• Eliciting or improving LLMs’ ability
o Graph-of-Thoughts
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Topologies of Reasoning: Demystifying Chains, Trees, and Graphs of Thoughts
Presenters
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Evolution of reasoning topologies
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Thoughts and Reasoning Topologies
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What is a Thought ?

o In CoT, a thought refers to a statement within a paragraph that contains a part of the reasoning 
process aimed at solving the input task.

o In ToT, in some tasks, such as Game of 24, a thought means an intermediate or a final solution to the 
initial question.

o In GoT, a thought contains a solution of the input task (or of its subtask).

Therefore, Paper proposes thought to be

"Semantic unit of task resolution, i.e., a step in the process of solving a given task"

What is  a Reasoning Topology?

Authors models thoughts as  nodes; edges between nodes correspond to dependencies between these 
thoughts and a topology can be defined as G =(V,E), 



Taxonomy of Reasoning Scheme
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Taxonomy of Reasoning Scheme
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Taxonomy of Reasoning Scheme
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Taxonomy of Reasoning Scheme
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Topology



Taxonomy of Reasoning Scheme

50

Topology Schedule



LLM Reasoning Schemes Represented With Taxonomy
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LLM Reasoning Schemes Represented With Taxonomy
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Chain of Thought Works
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• Multi-Step Reasoning :
o Chain-of-Thought (A 

single-prompt scheme, 
which uses  few-shot 
examples, to guide 
LLM)

o Program of Thoughts 
(PoT) (use code to 
obtain a stepby-step 
generated, functional 
Python program)

o SelfAsk (expands each 
step in chain and pose a 
follow-up question 
which is then answered 
next)



Chain of Thought Works
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• Zero-Shot Reasoning Instructions :
Elicit the same multi-step reasoning 
chains, but without the use of 
handtuned, problem-specific in-
context examples

o Zeroshot-CoT-- “Let’s think step 
by step”

o Zeroshot-PoT-- “Let’s write a 
Python program step by step 
and return the result. Firstly we 
need to define the variables.”.



Overview of Chain of Thought Works
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Overview of Chain of Thought Works
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• Planning & Task Decomposition:

o Plan-and-Solve (PS) Prompting
First divides the complex task into a chain of sub-tasks and then executes these step-by-step.



Overview of Chain of Thought Works
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• Planning & Task Decomposition:

o Least-to-Most Prompting
Where decomposition of complex tasks or 
questions is conducted in the first node 
and the subtasks/sub-questions are solved 
in the subsequent nodes.



Overview of Chain of Thought Works
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• Planning & Task Decomposition:

o Decomposed Prompting
A modular framework for a detailed 
decomposition of complex tasks.

LLM is prompted by demonstrations 
comprised of sequential question-
operation , which form “sub-questions”



Overview of Chain of Thought Works
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• Task Preprocessing:
o Selection-Inference (SI) :

Selection-Inference (SI) is designed to tackle multi-step logical reasoning problems where all essential 
information is already present within the input context.



Overview of Chain of Thought Works
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• Iterative Refinement:
Verification enables the reasoning frameworks to iteratively refine the generated context and intermediate 
results.

• Tool Utilization:
To better integrate multiple execution methods, more effective schemes opt to devise a plan that specifies 
tools for handling each sub-task, before executing the reasoning chain. Examples include AutoGPT , 
Toolformer , Chameleon , ChatCot , PVS and others .
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Reasoning With Trees
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Figure : Variants of tree prompting topologies



Motivation for Reasoning With Trees
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• Exploration
o Generate multiple thoughts from a given thought
o Sampling
o Task decomposition

• Voting
o Automatic selection of best outcome of generated outputs



K-Ary Tree Example
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K-Ary Tree Example
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Trees of Chains Example
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Single-Level Tree Example
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Tree Performance
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• Increasing branching factor
o Higher diversity of outcomes
o Beneficial for accuracy
o Increases computational cost

• Optimal branching factor is hard to find
o Problem dependent

• More complicated problems can benefit more from decomposition into 
subproblems



Reasoning With Graphs
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Motivation for Reasoning With Graphs
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• Aggregation
o Being able to combine multiple thoughts into one
o Synergy

§ Produce outcome better than individual parts
o Effective composition of outcomes of tasks

• Exploration
• Flexible

o Arbitrary



Cumulative Reasoning Example
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ResPrompt Example
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Cumulative Reasoning Example
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ControlLLM Example
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Branch-Solve-Merge Example
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Chains vs. Trees vs. Graphs of Thoughts
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• Chains
o Explicit intermediate LLM thoughts
o Step-by-step
o Usually most cost effective

• Trees
o Possibility of exploring at each step
o More effective than chains

• Graphs
o Most complex structure
o Enable aggregation of various reasoning steps into one solution
o Often see improvements in performance compared to chains and trees



Future Directions
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• Exploring new topology cases
• Automatic derivation of tree/graph topologies
• Advancement in single-prompt schemes
• Investigate new scheduling approaches
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