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- Systematic view of the planning ability of 

LLM based agents, covering recent works 
aiming to improve planning ability

- taxonomy of existing works on LLM-Agent 
planning



Roadmap

1. Large Language Model based Multi-Agents: A Survey of Progress and 
Challenges, presented by Ritu

2. Understanding the Planning of LLM Agents: A Survey, presented by Afsara
3. LLM Agents can Autonomously Hack Websites, presented by Aidan



Autonomous agents are intelligent entities capable of accomplishing specific tasks, via 

- Perceiving the environment
- planning, and 
- executing actions. 



Conventional approach & Limitations

1. Symbolic methods: Planning Domain Definition Language (PDDL) 
a. Requires conversion from flexible natural language-described problems into symbolic 

modeling, which may require human experts’ efforts. 
b. lacks error tolerance, resulting in failures even if there are only a few errors.

2. Reinforcement learning based methods: Policy Learning
a. While RL algorithms often require a large number of samples (interactions with the 

environment) to learn an effective policy, this can be impractical or costly in scenarios where 
collecting data is time-consuming or expensive







Task Decomposition - Decomposition-first methods 
decompose the task into subgoals first 
and then plan for each sub-goal 
successively: HuggingGPT, Plan-and-
Solve, ProgPrompt

- Pro: Creates a stronger correlation 
between the sub-tasks and the original 
tasks, reducing the risk of task forgetting 
and hallucinations

- Con: Since the sub-tasks are 
predetermined at the beginning, 
additional mechanisms for adjustment 
are required otherwise one error in some 
step will result in failure



Task Decomposition - Interleaved decomposition involves interleaved 
task decomposition and sub-task planning, where 
each decomposition only reveals one or two sub-
tasks at the current state: Chain-of-Thought (CoT) 
series, ReAct, PAL, Program-of-Thought (PoT), 
Visual ChatGPT

- interleaved decomposition and sub-planning 
dynamically adjust decomposition based on 
environmental feedback, improving the fault 
tolerance

- For complicated tasks, excessively long 
trajectories may lead to LLM experiencing 
hallucinations, deviating from the original goals 
during subsequent sub-tasks and sub-planning

Challenge:
1. Additional overhead introduced by task 

decomposition
2. Planning is constrained by the context length of 

the LLM



Multi-plan selection

Two major steps: multiplan generation and optimal plan selection

1. Self-consistency 
a. employs a simple intuition: the solutions for complex problems are rarely unique. In contrast to CoT, which 

generates a single path, SC obtains multiple distinct reasoning paths via sampling strategies embodied in the 
decoding process, such as temperature sampling, top-k sampling. 

b. applies the naive majority vote strategy, regarding the plan with the most votes as the optimal choice
2. Tree-of-Thought 

a. proposes two strategies to generate plans (i.e. thoughts): sample and propose. The sample strategy is 
consistent with Self-consistency, where LLM would sample multiple plans in decoding process. The propose 
strategy explicitly instructs the LLM to generate various plans via few-shot examples in prompts.

b. supports tree search algorithms, such as conventional BFS and DFS. When selecting a node for expansion, it 
uses LLM to evaluate multiple actions and chooses the optimal one

Challenge: increased computational demands, especially for models with large token counts or computations







External Planner-Aided Planning

Advantage: advantages brought by symbolic systems include theoretical 
completeness, stability, and interpretability

LLM primarily plays a supportive role - main functions involve parsing textual 
feedback and providing additional reasoning information to assist in planning, 
particularly when addressing complex problems



Reflection and Refinement

Due to existing hallucination issues and insufficient reasoning abilities for complex 
problems, LLM-Agents may make errors and get stuck in “thought loops” during 
planning due to limited feedback. 

Reflecting on and summarizing failures helps agents correct errors and break out 
of such loops in subsequent attempts



Memory-Augmented Planning

1. RAG-based memory: For LLM agents, past experiences could be stored in the memory and retrieved when needed. 
The core idea of such methods is to retrieve task-relevant experiences from the memory during task planning. 
Among those methods, memories are typically stored in additional storage

a. offer realtime, low-cost external memory updates mainly in natural language text, but rely on the accuracy of 
retrieval algorithm.

b. Finetuning provides a larger memorization capacity through parameter modifications but has high memory 
update costs and struggles with retaining fine-grained details. 

2. Embodied Memory: involves finetuning the LLM with the agent’s historical experiential samples, embedding 
memories into the model parameters

a. demonstrate enhanced growth and fault tolerance in planning, yet memory generation heavily depends on 
LLM’s generation capabilities. Improving weaker LLM-Agents through self-generated memory remains a 
challenging area to explore.



Challenges

- Hallucinations
- Feasibility of Generated Plans 
- Efficiency of Generated Plans
- Multi-Modal Environment Feedback
- Fine-grained Evaluation. 



Large Language Model 
based Multi-Agents: A 

Survey of Progress and 
Challenges

Presented By: Rituparna Datta
(hht9zt)

A survey on LLM-based multi-agent 
systems explores their use in 
diverse domains, communication 
methods, and capacity growth 
mechanisms, aiming to provide 
insights and resources for 
researchers. 

https://github.com/taichengguo/LLM_MultiAgents_Survey_Papers

https://github.com/taichengguo/LLM_MultiAgents_Survey_Papers


Goal: Providing Insights on

● What domains and environments do LLM-based 
multi-agents simulate?

● How are these agents profiled and how do they 
communicate? 

● What mechanisms contribute to the growth of 
agents’ capacities?



LLM-based Multi-Agents

● LLM-based Multi-Agents leverage collective 
intelligence and diverse skills of multiple 
agents.

● They enhance capabilities compared to single 
LLM-powered systems by specializing LLMs 
into distinct agents.

● Interactions among these agents effectively 
simulate complex real-world environments.

Single LLM-powered systems exhibit remarkable cognitive abilities [Sumers et al., 2023], focusing on 
internal mechanisms and external interactions. In contrast, LLM-MA systems emphasize diverse agent 
profiles, interactions, and collective decision-making, enabling collaboration for dynamic and complex 
tasks.

● LLM-based agents break tasks into subgoals, 
think methodically, and learn from past 
experiences, enhancing autonomy and 
problem-solving.

● LLM-based agents conduct in-context 
learning, using short or long-term memory to 
preserve and retrieve information, enhancing 
learning and contextual coherence 

LLM-based Single-Agents



The rising trend in the research field of LLM-based Multi-Agents. For Problem Solving and World Simulation, the 
authors categorize current work into several categories and count the number of papers of different types at 3-month 
intervals. The number at each leaf node denotes the count of papers within that category.



Agents-Environment Interface
The current interfaces in LLM-MA systems into three 
types:

● Sandbox: A simulated or virtual environment 
where agents can freely interact and experiment 
with various actions and strategies, commonly 
used in software development and gaming [Hong 
et al., 2023; Mao et al., 2023].

● Physical: Real-world environments where agents 
interact with physical entities, adhere to real-
world physics and constraints, and perform 
actions with direct physical outcomes, seen in 
tasks like robotic chores [Mandi et al., 2023].

● None: Scenarios where no specific external 
environment exists, and agents do not interact 
with any environment, focusing primarily on 
communication among agents, such as debate 
applications [Du et al., 2023; Xiong et al., 2023; 
Chan et al., 2023].



Agent Profiling

- Agents are defined by traits, actions, and skills, which are tailored to meet specific 
goals.

- In gaming environments:  agents -> players 
- In software development:  agents -> product managers and engineers
- In a debating: agents ->  proponents, opponents, or judges

- 3 types of Agent profiling
- Pre-defined : explicitly defined by the system designers
- Model-Generated : method creates agent profiles by models; LLMs
- Data-Derived : constructing profiles based on pre-existing datasets



Agents Communication
- Communication Paradigms: the styles and methods of 

interaction between agents 
- Cooperative: agents work together with a shared goal, exchanging 

information to enhance a collective solution

- Debate: agents argue, defend viewpoints, critique others' solutions

- Competitive: agents work towards their own goals

- Communication Structure: the organization and 
architecture of communication networks within the multi-
agent system

- Layered:  structured hierarchically, agents with distinct roles 

- Decentralized: peer-to-peer network

- Centralized: a central agent, other agents interacting through central 
node

- Shared Message Pool: a shared message pool where agents publish 
messages and subscribe to relevant messages based on their profiles

- Communication Content exchanged between agents
- consists of text, varying according to the application



Agents Capabilities Acquisition
A crucial process in LLM-MA, enabling agents to learn and evolve dynamically with 2 fundamental 
concepts.

1. Feedback (4 types):
a. Feedback from Environment: real world environments or virtual environments
b. Feedback from Agents Interactions: the feedback comes from the judgement of other 

agents or from agents communications; problem-solving scenarios
c. Human Feedback:  from humans; aligning the multi-agent system with human values and 

preferences. 
d. None:  happens for world simulation works focused on analyzing simulated results rather 

than the planning capabilities of agents

1. Agents Adjustment to Complex Problems:
a. Memory: store and retrieve valuable information
b. Self Evolution:  altering their initial goals, planning strategies, and training themselves 

based on feedback
c. Dynamic Generation: the system can generate new agents on-the-fly during its operation



Applications
LLM-MA for Problem Solving:

● Software Development
○ emulate distinct roles (product managers, 

programmers, and testers)

● Embodied Agents
○ cooperative planning and task execution 

among multiple embodied agents (robots) 

● Science Experiments
○ form science teams to conduct experiments 

with human oversight
○ provide feedback to optimize synthesis 

processes of complex materials.

● Science Debate
○ Enhancing collective reasoning capabilities
○ converging on consensus answers through 

iterative debate processes.



Applications
LLM-MA for World Simulation: 

● Societal Simulation
○ simulate social behaviors, exploring social dynamics

● Gaming
○ creates simulated gaming environments for testing game 

theory hypotheses

● Psychology
○ examines individual and group behaviors, offering insights 

into social dynamics and mental health support.

● Economy
○ modeling human-like decision-making behaviors

● Recommender Systems
○ Captures personality traits to provide insights into real-

world user preferences and behaviors.

● Policy Making
○ aiding policymakers in understanding consequences
○ anticipating decisions' impacts on communities.

● Disease Propagation Simulation
○ simulates disease propagation
○ accurately emulating human responses to outbreaks 
○ contributing to epidemic curve attenuation.



Summary of the LLM-
MA studies

The authors categorize current work 
according to their motivation, research 
domains and goals, and detail each 
work from different aspects regarding 
Agents-Environment Interface, Agents 
Profiling, Agents Communication and 
Agents Capability Acquisition. 

“-” denotes that a particular element is 
not specifically mentioned in this work.



Challenges and Opportunities

● Advancing into Multi-Modal Environment
○ previous LLM-MA research mainly focused on text-based environments
○ There's a gap in multi-modal settings where agents interact with multiple sensory inputs and generate outputs like 

images, audio, video, and physical actions.
○ Challenging integration of LLMs into multi-modal environments

● Addressing Hallucination
○ involves generating factually incorrect text
○ In multi-agent settings, one agent's hallucination can spread through the interconnected network -> cascading effects.

● Acquiring Collective Intelligence
○ requires a reliable interactive environment and it would be tricky to design
○ limits scalability

● Scaling Up LLM-MA Systems
○ the computational demands of individual LLM-based agents
○ leading to increased resource requirements when scaling up the number of agents.

● Evaluation and Benchmarks
○ focus on individual agents' understanding within narrowly defined scenarios, overlooking broader and complex 

behaviors.
○ shortfalls exist in the development of comprehensive benchmarks across various research domains 



Conclusion

● This survey looks at how LLM-based Multi-Agents are made, comparing them in different ways like 
how they interact with their surroundings, how they're described, how they talk to each other, and 
how they get better at things.

● Talks about what LLM-based Multi-Agents are used for, and what tools they use.

● Talks about problems and chances for the future, hoping to help researchers and inspire new ideas 
about LLM-based Multi-Agents.



LLM Agents can 
Autonomously 
Hack Websites

Section presented by 
Aidan Hesselroth (ash2taf)

With improvements to LLM 
capabilities such as the use of 
external tools and ability to call 
themselves, more complex and 
powerful functions are possible. 
This paper shows one such 
capability, autonomous attacks 
against a website without human 
feedback.

Based on the paper found here: 
https://arxiv.org/pdf/2402.06664.pdf

https://arxiv.org/pdf/2402.06664.pdf


New Capabilities

Papers in last 5 years illustrate new and powerful methods:

● Interact with tools via function calls
● Read documents
● Recursive prompting

Collectively these capabilities allow for action as autonomous agents

● The rise and potential of large language model based agents: A survey (Xi et 
al., 2023)

● Augmenting large-language models with chemistry tools (Bran et al., 2023)
● Emergent
● autonomous scientific research capabilities of large language models (Boiko 

et al., 2023)



Website Attacks

Recent focus on autonomous agents has 
been broad, but cybersecurity is a 
promising field for applications. 

There are a large number of possible 
exploits that could be used, of which 15 
were selected including:

● Simple SQL injection vulnerabilities
● Cross-site scripting (XSS) and
● Cross-Site Request Forgery (CSRF) 
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Models Under Test:

1. GPT-4 (Achiam et al., 2023)

2. GPT-3.5 (Brown et al., 2020)

3. OpenHermes-2.5-Mistral-7B 
(Teknium, 2024)

4. LLaMA-2 Chat (70B) (Touvron et al., 
2023)

5. LLaMA-2 Chat (13B) (Touvron et al., 
2023)

6. LLaMA-2 Chat (7B) (Touvron et al., 
2023)

7. Mixtral-8x7B Instruct (Jiang et al., 
2024)

8. Mistral (7B) Instruct v0.2 (Jiang et al., 
2023)

9. Nous Hermes-2 Yi (34B) (Research, 
2024)

10. OpenChat 3.5 (Wang et al., 2023a)

*See paper for full citations on the models



3 Step Setup

1. Set up a sandboxed headless web browser (playwright) that the model can 
access

a. Also a terminal and a Python compiler, as additional tools

2. Provide documents about hacking websites, leveraging document reading 
capabilities to form a setup similar to Retrieval Augmented Generation (RAG)

a. Relatively small batch of documents, they used only 6 for their setup

3. Allow planning capabilities
a. Done via OpenAI’s Assistants API because it works directly with GPT-4, the most competent 

model



Scoring/Metrics

● Set goals based on the vulnerabilities (ie, stealing user data)
● Gave the system 10 minutes to execute
● Trialed 5 times per vulnerability
● Successful if any of the 5 achieved the goal set

○ Also recorded pass rate if applicable
○ Considered detection even if failed to exploit (later)



Results I

● Overall success rate of over 70%
● Basic prompt, only requesting to “autonomously hack” without details
● Performance best with GPT 4, bad for GPT 3.5, nonexistent for open source 

models



Results II

Ablation techniques removing specific capabilities:

● As above (straight GPT-4)
● Without document reading
● Without detailed system instruction
● Without either

As you can see, both are influential but documents
are a bit more powerful according to this test.



Results III

● GPT-4 tests further for some higher 
difficulty attacks

● May roughly correspond to complexity of 
attacks?



Results IV

GPT4 (attack) vs GPT 3.5 (detection)



Conclusions

● Overall, success rates for GPT-4 are easily high enough to see use
○ Even the current capabilities are high enough to be concerning
○ The paper estimates that hiring a human to do the same work would cost roughly 8x the cost 

of their models
● Testing showed much more limited threat against real websites

○ Only one vulnerability was found, and it was not able to cause immediate harm

● Other models, even larger ones, are currently unable to reproduce the 
performance of GPT-4

○ This is speculated to be emergent behavior, but remains true across a variety of models and 
sizes

● The training data and documentation provided was relatively slim
○ And the best performance attacks corresponded to the best documentation
○ This implies that significant improvements might be possible even with similar models


