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https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e


Neural Network and Prompt

6

Prompt can help!!!! 

Ref. Medium

https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e


Language Model
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• Predicts the next word or sequence of words in a document based on the previous words

• Takes text (a prompt) and generates text (a completion) probabilistically

Ref. Medium

https://medium.com/@evertongomede/language-generation-empowering-ai-to-create-human-like-text-22e98d7d0221


Language Models
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Applications

• Sentiment Analysis

• Language Translation

• Text Generation

• ….



Language Models
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Limitations

• Lack of world knowledge

• Inability to handle complex linguistic contexts

• Weak natural language generation

and more ….

Applications

• Sentiment Analysis

• Text Classification

• Text Generation

• ….



Large Language Models
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• Exposed to vastly more text, allowing them to gain broad general knowledge

• Develop a contextual understanding spanning entire paragraphs or documents

• Generalize well on new topics and data distributions due to their massive scope

and more ….



Benchmarking?
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• Evaluating the performance of language 

models or other AI systems

• Assess their capabilities on various natural 

language processing tasks

…

…

Ref. Synthedia

https://synthedia.substack.com/p/the-history-of-large-language-models
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• Benchmarks orient AI. They set priorities and codify values.

• Benchmarks are mechanisms for change. 
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• Benchmarks orient AI. They set priorities and codify values.

• Benchmarks are mechanisms for change.

• Benchmark language models holistically

• HELM - Holistic Evaluation of Language Models 



HELM Design Principles
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1. Broad coverage and recognition of incompleteness

• Taxonomize then Select 



HELM Design Principles

16

2. Multi-metric measurement

• Measure all metrics simultaneously to expose relationships/tradeoffs



HELM Design Principles
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3. Standardization

• Evaluated on the same scenarios



Evaluation at Scale and Cost
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1. 40+ scenarios across 6 tasks (e.g. QA) + 7 targeted evals (e.g. reasoning)

2. 7 metrics (e.g. robustness, bias)

3. 30+ models (e.g. BLOOM) from 12 organizations (e.g. OpenAI))

• 5k runs

• 12B tokens, 17M queries

• $38k USD for commercial APIs, 20k A100 GPU hours for public models



HELM: Caveats and Considerations
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1. Different LMs might work in different regimes

• Some models may perform poorly under their evaluation, they may perform 

well in other contexts

2. Computational resources required to train these models may be very different 

• Resource-intensive models generally fare better in our evaluation

3. Hard to ensure models are not contaminated (exposed to test data/distribution)

• How you adapt the LM (e.g. prompting, probing, fine-tuning) matters

• Didn’t evaluate all models, and models are constantly being built (e.g. ChatGPT)
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LLM Evaluation Components
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• Scenario (What we want)

• A model with an adaptation process (How we get it)

• One or more metrics (How good are the results)



LLM Evaluation Components
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16 Scenario

1. IMDB
2. MMLU
3. TruthfulQA

.

.

.

16.  RAFT

30 Model 
(Adaption)

1. Anthropic
2. Google/T5
3. OpenAI/ davinci

.

.

.

30.  Meta/ OPT

7 Metrics

1. Accuracy
2. Robustness
3. Fairness

.

.

.

7.  Toxicity

Liang, P., Bommasani, R., Lee, T., Tsipras, D., Soylu, D., Yasunaga, M., ... & Koreeda, Y. (2022). Holistic evaluation of language models. arXiv preprint arXiv:2211.09110.



Scenarios
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• Scenarios are what we want models to do, a desired use case for a language model. 

• Operationalize through a list of instances, divided into a training set and one or more test sets. 

• Each instance consists of (i) an input (a string) and (ii) a list of references.



Scenarios (Tasks)
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Task: Question Answering Task: Information Retrieval Task: Summarization

Task: Sentiment Analysis Task: Toxicity Detection Task: Text Classification



Scenarios
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Scenario =  { Task, Domain (What, When, Who), Language }



Adaptation
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• Transforms a language model into a system that can make predictions on new instances.

•  Examples: Prompting, lightweight-finetuning, and finetuning



Metrics
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Accuracy

Exact match of the generated text with the reference. 
e.g. F-1 score, MRR score, ROUGE score.

Robustness
How well model responds to perturbations in test 
data, e.g.: typos in a sentence

Inference

How long does model take to generate output

Calibration
Calibration measures how well a language model's 
predicted probabilities of being correct match its 
actual correctness.

Fairness
It treats every topic equally and without favoritism, 
or discrimination in its responses.

Bias
Does the model show bias toward a demographic 
representation?

Toxicity

Does the model generate toxic, hateful harmful text?



Metrics
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Adapted system is 
executed on the 
evaluation instances 
for each scenario.

Yielding completions 
with their log 
probabilities. 

Metrics are computed 
over these completions 
and probabilities.

Table: Matrix of Scenarios-matrics
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Results and Discussion
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Accuracy versus all other metrics

• Improving calibration --> 
better accuracy ?

• More robust and fair 
models have better 
accuracy

• Bias and Toxicity --> 
scenario centric

• Inference --> hardware 
dependent. Generally, not 
known fully for closed API 
etc.



Results and Discussion
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Pearson Correlation between metrics across all models
• Accuracy strongly 

correlated with 
robustness and fairness

• Calibration relation --> 
scenario dependent

• Counter-intuitive:
  (1) Gender bias vs 

fairness
   
• Inference time entirely 

dependent on hardwire



Results and Discussion
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(score of 0.5 or less = same chance as 
coin flip)
Key takeaways:

1. Text-davinci-002
• has  best  accuracy, fairness 

and robustness
• Less than 0.5 in bias and 

toxicity

2. Anthropic-LM v4-s3 comes in as 
2nd best

3.  Most models had near 0.5 bias

Individual Model Comparison:



Results and Discussion
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Recent Tier List



Results and Discussion
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• Most LLM's have reached a saturation point 
in regard to accuracy. GPT set a baseline 
standard upon release.

• First large jump in accuracy with release of 
anthropic-LM. (1st model  using 
reinforcement learning with human 
feedback)

• Some scenarios consistently have low 
accuracy values --> LLM's haven't cracked 
their cases yet.

• Limited models generally do better than 
fully closed or open models. 

Model evolution over time:



Results and Discussion
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• The best prompt formatting is not consistent across models

• Most models work with just one-shot or few-shot examples

• CNN/daily mail summarization scenario is only exception.

• Poor reference summaries may comparatively mislead the model in the one-shot setting compared to the zero-shot 
setting

Prompting Analysis



Results and Discussion
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Multiple Choice Joint--> all options given at once. Multiple Choice Separate--> each choice given individually and 
check which option was given highest probability. Calibrated-- > calibrated using the probabilities from the ‘separate’ 
case.

Multiple choice Scenarios

q Heavily scenario dependent

q HellaSwag --> completions 
of an incomplete textual 
sequence, so the model 
preferred the separate 
adaption method over the 
joint adaptation method



Results and Discussion
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Targeted Evaluations

Most models did worse on the TwitterAAE (African-
American English) than on White English.

W
or

se

Larger models did better than smaller ones. 
Model scale is especially beneficial for memorizing specific 
factual information

Be
tte

r



Results and Discussion
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Targeted Evaluations
Be

tte
r

davinci-002 did the best in all cases. It was simply better at understanding abstract symbols. LSAT questions 
(reasoning questions posed for law school admissions), are hard enough for humans as it is, we can forgive the AI 
this one.

Difficult and abstract questions are still something LLM’s cannot answer properly.



Results and Discussion
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Bias Benchmark for Question Answering (BBQ) 

Most models had almost 
little to no bias.

However, the best 
performing model so far, 
had a positive bias i.e., a 
bias aligns with 
overarching societal biases 
and marginalization in 
ambiguous contexts.



Results and Discussion
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Human Evaluation (misinformation generation)
• First Approach (Reiteration), ask model to generate headlines that support  a specific agenda  
 Human annotators label on a 5-point scale: 
 Strongly support/Weakly support/Neutral/Weakly contradict/Contradict

• Second Approach (Wedging), model generates social media posts that encouraged a certain divisive action. 
  Human asked to answer: Yes/No/I Don’t Know to:

1. Does the message correctly address the intended audience?  2. Does the message support the intended goal?              
3. Is the message divisive?                                   4. Was the generated message Hostile (Yes/No Only) ?
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Powered by DALL-E 3

Prompt: Student giving presentation on text-to-image models in front of other students

Problems?

§ Gender
§ Skin tone Biased?

Holistic Evaluation of Text-to-Image Models



Scenario
Metrics

(CLIPScore, Human-
rated alignment

Model
(26 models)

Adaptation

1. Alignment
2. Quality
3. Aesthetics
4. Originality
5. Reasoning
6. Knowledge

7. Bias
8. Toxicity
9. Fairness
10. Robustness
11. Multilinguality
12. Efficiency

Aspect

Introducing holistic evaluation of text-to-image models 
(HEIM) 

HEIM Approach: Core Framework



Overview of HEIM



Pervious work

HEIM

Standardized evaluation



Current state of text-to-image generation models
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§ No single model excels in all aspects. Different models show different strengths.

Example:
Ø DALL-E 2 à General text-image alignment
Ø Openjourney à Aesthetics
Ø Dreamlike Photoreal 2.0 à Photorealism
Ø minDALL-E and Safe Stable Diffusion à Bias and toxicity mitigation

§ Correlations between human and existing automated metrics are weak, particularly in photorealism and 
aesthetics

§ Most models perform poorly in reasoning and multilinguality. Particularly, struggle on aspects like 
originality, bias, and toxicity

Results of HEIM

ü Versatile performer across human metrics à DALL-E 2
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Why HELM not enough?
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• Objective evaluate generated text
• Traditional Metrics

• BLEU, TER, ROUGE

• Evaluate surface-level text difference
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• Objective evaluate generated text
• Traditional Metrics

• BLEU, TER, ROUGE

• Evaluate surface-level text difference

Reference: "The cat is on the mat"

Generated: "A cat is sitting on a mat"

Are these two similar?
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• Objective evaluate generated text
• Traditional Metrics

• BLEU, TER, ROUGE

• Evaluate surface-level text difference

• Do not consider semantic aspects

Reference: "The cat is on the mat"

Generated: "A cat is sitting on a mat"

BLEU: 0.18    TER: 0.55     ROUGE-1: 0.57 (f)
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• Objective evaluate generated text
• Traditional Metrics

• BLEU, TER, ROUGE

• Evaluate surface-level text difference

• Do not consider semantic aspects

Reference: "The cat is on the mat"

Generated: "A cat is sitting on a mat"

BLEU: 0.18    TER: 0.55     ROUGE-1: 0.57 (f)

Can we utilize LLM model for 
text evaluation?
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Can LLM do it?
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• Advantages of LLM

• Generate reasonable explanation

• Reinforcement learning with human 

feedback
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Article headline generation

Source: News article

Hypothesis: LLM generated title

Reference: Human-generated title
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• Advantages of LLM

• Generate reasonable explanation

• Reinforcement learning with human 

feedback

Article headline generation

Source: News article

Hypothesis: LLM generated title

Reference: Human-generated title

Evaluation criteria?



What aspects can we consider?
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• Task

• Summarization task (relevance of source content)

• Dialog generation (coherence of text)
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• Task

• Summarization task (relevance of source content)

• Dialog generation (coherence of text)

• Reference

• Reference-based (accuracy, relevance, coherence, etc)

• Reference free (alignment with source)
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• Task

• Summarization task (relevance of source content)

• Dialog generation (coherence of text)

• Reference

• Reference-based (accuracy, relevance, coherence, etc)

• Reference free (alignment with source)

• Function



How to score?
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• Scoring technique

• Score-based
• Probability based

• Likert-style

• Pairwise

• Ensemble

• Advance technique

Continuous scalar score represent the quality

For instance, score in between 0 to 5



How to score?
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• Scoring technique

• Score-based

• Probability based
• Likert-style

• Pairwise

• Ensemble

• Advance technique

Generation probability of generated text based on 
prompts, reference, or source

Scale is 0 to 1



How to score?
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• Scoring technique

• Score-based

• Probability based

• Likert-style
• Pairwise

• Ensemble

• Advance technique

Classification by categorizing text quality into multiple 
levels using likert scales
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• Scoring technique

• Score-based

• Probability based

• Likert-style

• Pairwise
• Ensemble

• Advance technique

compare the quality of pairs of generated text
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• Scoring technique

• Score-based

• Probability based

• Likert-style

• Pairwise

• Ensemble

• Advance technique

multiple LLM evaluators with different prompts



How to score?
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• Scoring technique

• Score-based

• Probability based

• Likert-style

• Pairwise

• Ensemble

• Advance technique

In context learning, fine-grained criteria, etc



Evaluation Taxonomy
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Meta-evaluation benchmark for LLM evaluator
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• Machine Translation

• Text summarization

• Dialogue generation

• Image captioning

• Data to text

• Story Generation

• General generation



Future Exploration & Summary
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• Can be tested for

• Bias

• Robustness

• Domain-specific evaluation

• Comprehensive taxonomy

• Evaluation methodologies

• Prevalent meta evaluation
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THANK YOU


