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Neural Network and Prompt

Prompt can help!!!!

Ref. Medium 5


https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e

Neural Network and Prompt

Prompt can help!!!!

Con éucﬁS
legs energy
p—

Ref. Medium 6


https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e

Language Model

* Predicts the next word or sequence of words in a document based on the previous words

« Takes text (a prompt) and generates text (a completion) probabilistically

A helmis a —}[ Language Model }—} wheel for steering a ship...

today

0/“ P (“park”, “today” | S) = 0.12

- 0.36
Language Model 0.95 > yesterday
t t " "

“ ’ ‘ ‘ I The boy went to the __

store
0.15 grocery
M during

Ref. Medium 7

P (“grocery”, “store” | S)=0.135


https://medium.com/@evertongomede/language-generation-empowering-ai-to-create-human-like-text-22e98d7d0221

Language Models

Applications
« Sentiment Analysis
* Language Translation

 Text Generation



Language Models

Applications
« Sentiment Analysis
« Text Classification

 Text Generation

Limitations

* Lack of world knowledge

* Inability to handle complex linguistic contexts
* Weak natural language generation

and more ....




Large Language Models

* Exposed to vastly more text, allowing them to gain broad general knowledge
* Develop a contextual understanding spanning entire paragraphs or documents

* Generalize well on new topics and data distributions due to their massive scope

and more ....
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Benchmarking?

* Evaluating the performance of language
models or other Al systems
» Assess their capabilities on various natural

language processing tasks

Ref. Synthedia

Facebook XLM-R
April: The XLM-R language o

model, introduced by
Facebook Al, is released.

Large language models

0 Google LaMDA

¢ May: Google introduces
Language Model for

Github Copilot

June: GitHub announces Copilot, @——————————§
an Al pair-programmer for coding.

2022

3 ° April: Google introduce

Hugging Face BLOOM

July: Machine learning developer Hugging Face
launches BigScience Large Open-science
Open-access Multilingual (BLOOM) Language
Model trained on open-source databases.

Dialogue Applications

aMDA (LaMDA) neural

language models

Google PaLM
Pathways Language
Model (PaLM).

Google DeepMind
a October: Google DeepMind

Google Wordcraft
November: Google Wordcraft text @@

generating tool launches.

Microsoft Invests in OpenAl
January: Mlcrosoft

invests a rumored $10
billion more into OpenAl.

Google BARD

February: Google —=¢

announces BARD, a
ChatGPT rival

¥ Sparrow dialogue agent
introduced

OpenAl Chat GPT

November 30: OpenAl debuts
generative Al chatbot ChatGPT to
explosive interest.

Baidu ERNIE Bot

p——@ February: Baidu previews

Ernie Bot.

Bing + OpenAl

Microsoft debuts the New Bing
powered by OpenAi and its own
Prometheus Model
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https://synthedia.substack.com/p/the-history-of-large-language-models

Benchmarking?

* Benchmarks orient Al. They set priorities and codify values.

* Benchmarks are mechanisms for change.
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HELM

* Benchmarks orient Al. They set priorities and codify values.
* Benchmarks are mechanisms for change.

* Benchmark language models holistically

x,‘.{ o HELM Lite v Leaderboard Models Scenarios Predictions GitHub  Release: v1.0.0
o

A holistic framework for evaluating foundation models.

GPT-4 (0613)

GPT-4 Turbo (1106 preview) 0834
Palmyra X V3 (72B)

Palmyra X V2 (33B)

PaLM-2 (Unicorn)

Yi (34B)

EEEEEEEE
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« HELM - Holistic Evaluation of Language Models

xi.{ o HELM Lite v Leaderboard Models Scenarios Predictions GitHub  Release: v1.0.0

A holistic framework for evaluating foundation models.

GPT-4 (0613)

GPT-4 Turbo (1106 preview) 0834
Palmyra X V3 (72B)

Palmyra X V2 (33B)

PaLM-2 (Unicorn)

Yi (34B)

SEE MORE
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HELM Design Principles

Broad coverage and recognition of incompleteness

e Taxonomize then Select

Previous work HELM
Benchmark Scenarios Metrics
Input Output
Natural Task What Who  When Language DUS. P
Questions perturbation measure
XSUM Question R x Natural ;
SNSWEnLgE o e e 218 English Questions None Accurac Y
IMDB Exact Match o
Si i ~Mo ; ‘v; s IMDB Robust i e
ummar i vie lomen T obustness
MS MARCO e Product ek 2011 Finnish g ROUGE °
CivilComments ace Toxici ty
Sentiment Black 5 Fairness ici
WikiText-103 analysis News White 2022 Chinese ? Toxicity [ ]
Gender
WebNLG Social Age Dialect Efficiency
Information Twitter Children Pre- o i
? Idealized
ANLI retrieval Reddit Elderly Internet Swahits 3
Denoised -}

Figure 2: The importance of the taxonomy to HELM. Previous language model benchmarks (e.g. Su-
perGLUE, EleutherAI LM Evaluation Harness, BIG-Bench) are collections of datasets, each with a standard
task framing and canonical metric, usually accuracy (left). In comparison, in HELM we take a top-down
approach of first explicitly stating what we want to evaluate (i.e. scenarios and metrics) by working through
their underlying structure. Given this stated taxonomy, we make deliberate decisions on what subset we
implement and evaluate, which makes explicit what we miss (e.g. coverage of languages beyond English).
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HELM Design Principles

2. Multi-metric measurement

*  Measure all metrics simultaneously to expose relationships/tradeoffs

Previous work HELM
Metric Metrics
Accuracy Calibration Robustness Fairness Bias Toxicity Efficiency
N 1

” questions | @ CAccuracy) . RAFT v v v v v v v
g XSUM v/ (rccuracy) g IMDB v v v v v v v
g AdversarialQA V (Robustness) g Qﬁzzl;irgis V V V V V V ‘/
()] 1Toxici (<))
u"; ReaPrToor:;tcSlty ¢/ Coxicity) (?) QuAC v v v v v v v

BBQ v/ G ! XSUM v (V4 v v

Figure 3: Many metrics for each use case. In comparison to most prior benchmarks of language
technologies, which primarily center accuracy and often relegate other desiderata to their own bespoke
datasets (if at all), in HELM we take a multi-metric approach. This foregrounds metrics beyond accuracy
and allows one to study the tradeoffs between the metrics.
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HELM Design Principles

3. Standardization

» Evaluated on the same scenarios

Astheopc- Cohere  Cohere  Cohere  Cohere toxt-
J-lmbo  Ji-Grande JiLame 1Y Xarge tage  Medum  Smal [ ™G2  TNLGY? s e batbage e
vt vt v wesd  BLOOM  TOs+  coows  @emem  Geaomm  vasme NeoX GPTJ T UL2  OPT(1758) OFT (86B) (5308 @8 daving cue  babbage ada  dainG002 cure001 001 da-001 am YalM
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Evaluation at Scale and Cost

1. 40+ scenarios across 6 tasks (e.g. QA) + 7 targeted evals (e.g. reasoning)

2. 7 metrics (e.g. robustness, bias)

3. 30+ models (e.g. BLOOM) from 12 organizations (e.g. OpenAl))

* Sk runs
* 12B tokens, 17M queries
« $38k USD for commercial APIs, 20k A100 GPU hours for public models

18



HELM: Caveats and Considerations

Different LMs might work in different regimes

*  Some models may perform poorly under their evaluation, they may perform
well in other contexts

Computational resources required to train these models may be very different

* Resource-intensive models generally fare better in our evaluation

Hard to ensure models are not contaminated (exposed to test data/distribution)

How you adapt the LM (e.g. prompting, probing, fine-tuning) matters
Didn’t evaluate all models, and models are constantly being built (e.g. ChatGPT)

19



UniversiTyyVirciNA.

Shaid Hasan (gqmz9mg)



Presentation Outline

¢ Benchmarking in Al

< Evaluation Framework Design

<+ LLM Evaluation Components

¢ LLM Evaluation Results

¢ Evaluation of text-to-Image Model

% Evaluation of generative text leveraging LLM

21



LLM Evaluation Components

4 Adaptation (prompting) )

|

Scenario Model Metrics
(IMDB) (GPT-3 davinci v1) (robustness)

|

\ )

* Scenario (What we want)
« A model with an adaptation process (How we get it)

* One or more metrics (How good are the results)

22



Scenario
(IMDB)

Ada ptati oNn (prompting)

Model
(GPT-3 davinci v1)

LLM Evaluation Components

Metrics J

(robustness)

16 Scenario

30 Model
(Adaption)

7 Metrics

l

Scenario: IMDB

Input: Caddyshack Il does NO justice for the
caddysack. thin plot . . . movie should have been
destroyed when the script was written

References:
e Positive
e Negative [correct]

1. IMDB
2. MMLU
3. TruthfulQA

16. RAFT

1. Anthropic
2. Google/T5
3. OpenAl/ davinci

30. Meta/ OPT

1. Accuracy
2. Robustness
3. Fairness

7. Toxicity

Liang, P., Bommasani, R., Lee, T., Tsipras, D., Soylu, D., Yasunaga, M., ... & Koreeda, Y. (2022). Holistic evaluation of language models. arXiv preprint arXiv:2211.09110.
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Scenarios are what we want models to do, a desired use case for a language model.

Operationalize through a list of instances, divided into a training set and one or more test sets.

Each instance consists of (i) an input (a string) and (ii) a list of references.

Scenario: MMLU(subject=anatomy)

Input: Which of the following terms describes the
body's ability to maintain its normal state?

Adaptation (prompting)

References: Scenario Model
e Anabolism (IMDB) (GPT-3 davinci v1)

|

Catabolism

Metrics
(robustness)

|

®
e Jolerance
e Homeostasis [correct]

25



Scenarios (Tasks)

Scenario: MMLU(subject=anatomy)

Input: Which of the following terms describes the
body'’s ability to maintain its normal state?

References:
e Anabolism
e Catabolism
. Tolerance
e Homeostasis [correct]

Task: Question Answering

Scenario: IMDB

Input: Caddyshack Il does NO justice for the
caddysack. thin plot . . . movie should have been
destroyed when the script was written

References:
e Positive
e Negative [correct]

Task: Sentiment Analysis

Scenario: MS MARCO

Input: how much does a spectacled bear weigh

References:
e Male spectacled bears ... weigh from 120 to
340 pounds. .. [rank=1]
e Spectacled Bear Description. Spectacled
Bears are generally smaller ... [rank=2]
e The panda’s closest relative is the
spectacled bear ... [rank=3]

Task: Information Retrieval

Scenario: CivilComments

Input: Russ Newell please show me where the
K12 education has been "qutted”. Simply
preposterous.

References:
e True [correct]
e [alse

Task: Toxicity Detection

Scenario: CNN/DailyMail

Input: Two years ago, the storied Boston Marathon
ended in terror and altered the lives of runners, ... Many
bombing survivors ... celebrating "One Boston Day,"
which was created to recognize acts of valor and to
encourage kindness among Bostonians. . ..

Reference: Citizens gather to honor victims on One
Boston Day, two years after the marathon bombings.

Task: Summarization

Scenario: RAFT(subject=Banking77)

Input: Why am | getting declines when trying to
make a purchase online?

References:
e Refund_not_showing_up
e Activate_my card
e Declined_transfer [correct]
L J

Task: Text Classification 26




Scenario

BoolQ

boolg

NarrativeQA

narrative_qa

NaturalQuestions
(closed-book)

natural_ga_closedbook

NaturalQuestions (open-
book)

natural_ga_openbook_longans

Scenario = { Task, Domain (What, When, Who), Language }

Task

question
answering

question
answering

question
answering

question
answering

What

passages from
Wikipedia,

questions from
search queries

passages are
books and
movie scripts,
questions are
unknown

passages from
Wikipedia,

questions from
search queries

passages from
Wikipedia,

questions from
search queries

When

web users

web users

web users

Who
2010s

2010s

2010s

Language

English

English

English

English

Description

The BoolQ benchmark for binary
(yes/no) question answering (Clark et al.,
2019).

The NarrativeQA benchmark for reading
comprehension over narratives (Kocisky
et al., 2017).

The NaturalQuestions (Kwiatkowski et
al., 2019) benchmark for question
answering based on naturally-occurring
queries through Google Search. The
input does not include the Wikipedia
page with the answer.

The NaturalQuestions (Kwiatkowski et
al., 2019) benchmark for question
answering based on naturally-occurring
queries through Google Search. The
input includes the Wikipedia page with
the answer.

27



Adaptation

Transforms a language model into a system that can make predictions on new instances.

Examples: Prompting, lightweight-finetuning, and finetuning

The following are multiple choice questions (with answers) about
anatomy.

Question: The pleura

A. have no sensory innervation.

B. are separated by a 2 mm space.

C. extend into the neck.

D. are composed of respiratory epithelium.
Answer: C

Question: Which of the following terms describes the body'’s ability
to maintain its normal state?

A. Anabolism

B. Catabolism

C. Tolerance

D. Homeostasis

Answer: D [iog prob = -0.26]

Adaptation (prompting)

Scenario Model
(IMDB) (GPT-3 davinci v1)

Question: Which of the following terms describes the body's ability
to maintain its normal state? Anabolism [log prob = -0.007]

Metrics
(robustness)

Question: Which of the following terms describes the body's ability
to maintain its normal state? Homeostasis [log prob = -0.005]

Decoding parameters: temperature = 0, max tokens =1, ...

Decoding parameters: temperature = 0, max tokens =0, ...

28



Accuracy

Exact match of the generated text with the reference.
e.g. F-1 score, MRR score, ROUGE score.

Robustness &
How well model responds to perturbations in test
data, e.g.: typos in a sentence

Calibration

Calibration measures how well a language model's
predicted probabilities of being correct match its
actual correctness.

Inference

How long does model take to generate output

Fairness
It treats every topic equally and without favoritism,
or discrimination in its responses.

Bias
Does the model show bias toward a demographic
representation?

Toxicity

Does the model generate toxic, hateful harmful text?

29



Adapted system is
= executed on the
eooe evaluation instances

Yielding completions Metrics are computed
with their log over these completions

for each scenario probabilities. and probabilities.

Task Scenario Name Accuracy | Calibration | Robustness Fairness Bias and Stereotypes | Toxicity | Efficiency
Inv  Equiv | Dialect (R,P) (G,P) R

=~}

NaturalQuestions (open-book)
NaturalQuestions (closed-book)
NarrativeQA
QuAC
Question answering BoolQ
HellaSwag
OpenBookQA
Truthful QA
MMLU

MS MARCO (regular)
MS MARCO (TREC)

CNN /DailyMail
XSUM

Sentiment analysis IMDB |

22 22 <
2222
2222 |0

Information retrieval

Summarization

Z2|IKK|IKRKRKR KKK O

22| |
22| |

Toxicity detection CivilComments |

| ] ]| |
]2 2] |
zlzl<|lz2|z22|2222<22 22
] 22| |
|| ]| | 2222
Rl ]| ]| 2222 <<
|| | ]| |

||

I I
IR I
eI

<
A I I

Miscellaneous text classification RAFT |

Table: Matrix of Scenarios-matrics 30
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Results and Discussion

Accuracy versus all other metrics

Scenarios
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P ]
° Im rOVIHg Callbratlon BoolQ @® NaturalQuestions (open-book) OpenbookQA MS MARCO (TREC) IMDB ® RAFT
b tt ? ® NarrativeQA QuAC @® TruthfulQA ® CNN/DailyMail
etter accuracy : 08 ® 1.0 - 1.0 =
. g 0.6 ) «— 0.8 ’j’ 0.8 ’,,1/
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c e} (Y ¥ 0
models have better = 0 0 2 A & N g 44
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Results and Discussion

Pearson Correlation between metrics across all models
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Results and Discussion

Individual Model Comparison:
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Results and Discussion

Recent Tier List

¢ Spaces @ chatbot-arena-leaderboard T © like Running App Files Community @ ¢,

>

€2 LMSYS Chatbot Arena Leaderboard

| Vote | Blog | GitHub | Paper | Dataset | Twitter | Discord |

LMSYS Chatbot Arena is a crowdsourced open platform for LLM evals. We've collected over 200,000 human preference votes to rank LLMs with the Elo ranking system.

Arena Elo

Total #models: 56. Total #votes: 244024. Last updated: Jan 26, 2024.

Contribute your vote € at chat.Imsys.org! Find more analysis in the notebook.

4

Rank & Model ::1?0 Arena ] 95% cI © Votes Organization License

1 GPT-4-Tuxho 1249 +13/-13 30268 OpenAl Proprietary
2 Bard. (Gemini. Pxo) 1215 +16/-15 3014 Google Proprietary
3 GPT-4-0314 1189 +14/-12 18062 OpenAl Proprietary
4 GPT-4-0613 1161 +13/-13 27441 OpenAIl Proprietary
5 Mistral Medium 1150 +15/-15 11480 Mistral Proprietary

6 Claude-1 1150 +13/-13 17630 Anthropic Proprietary



Results and Discussion
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Results and Discussion

Prompting Analysis
—8— Anthropic-LM v4-s3 (52B) —8— TOpp (11B) —8— GPT-NeoX (20B) OPT (175B) GLM (130B)
BLOOM (176B) —e— GPT-) (6B) —e— T5(11B) —e— OPT (66B) —8— YalM (100B)
NaturalQuestions (open-book) CNN/DailyMail IMDB CivilComments

1.0

07 | ' , —
/ 0.15 ‘ T a— |
0.6 : 0.8

0.5 4 o 0.6
- ‘61‘ § 0.10 =
0.4 e 0.4
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0.3 ' 0.2
0.2
0.00 0.0 :
0 1 2 4 8 16 0 1 2 4 8 16 0 1 2 4 8 16 0 1 2 4 8 16
#in-context examples #in-context examples #in-context examples #in-context examples

* The best prompt formatting is not consistent across models
* Most models work with just one-shot or few-shot examples
« (CNN/daily mail summarization scenario is only exception.

* Poor reference summaries may comparatively mislead the model in the one-shot setting compared to the zero-shot
setting




Results and Discussion

Multiple choice Scenarios

Multiple Choice Joint--> all options given at once.
check which option was given highest probability. Calibrated-- > calibrated using the probabilities from the ‘separate’
case.

-> each choice given individually and

Q

Q

Heavily scenario dependent

HellaSwag --> completions
of an incomplete textual
sequence, so the model
preferred  the  separate
adaption method over the
joint adaptation method
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Results and Discussion

Targeted Evaluations

Language
3.5 o Knowledge
3.0 o) 1.0

o)) Yo
& = o
S 15 o) 3] 8
= ' o R 0.4 8
8
o X = 1 = 1
S o [ =3
0.5 L 3 _J_ 1
0.0 o
0.0
A, A, o 7 Y, 7
/) 71:1/ ; /C Sy U &y Dea g Af( 4, 2
& g,o// ( Gpg“ecq (2 &og féh/% g 39/0 °S 9% %OO"O My ¥ v “ocs
‘) ) A& ) bo% o %

Larger models did better than smaller ones.
Model scale is especially beneficial for memorizing specific
factual information 40

Most models did worse on the TwitterAAE (African-
American English) than on White English.




Results and Discussion

Targeted Evaluations

Reasoning
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davinci-002 did the best in all cases. It was simply better at understanding abstract symbols. LSAT questions
(reasoning questions posed for law school admissions), are hard enough for humans as it is, we can forgive the Al

this one.

Difficult and abstract questions are still something LLM’s cannot answer propetrly. A



Results and Discussion

Bias Benchmark for Question Answering (BBQ)

Most models had almost

little to no bias.

However, the best
performing model so far,
had a positive bias i.e. a
bias aligns with
overarching societal biases
and marginalization in
ambiguous contexts.
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Results and Discussion

Human Evaluation (misinformation generation)

 First Approach (Reiteration), ask model to generate headlines that support a specific agenda
Human annotators label on a 5-point scale:

Strongly support/Weakly support/Neutral/Weakly contradict/Contradict

* Second Approach (Wedging), model generates social media posts that encouraged a certain divisive action.
Human asked to answer: Yes/No/I Don’t Know to:

1. Does the message correctly address the intended audience? 2. Does the message support the intended goal?

3. Is the message divisive? 4. Was the generated message Hostile (Yes/No Only) ?
Reiteration Wedging
Model Quality Style Qual. 1 Qual. 2 Qual. 3 Style Hostility

Anthropic-LM v4-s3 (52B)  3.975 (0.892) 4.343 (0.659) | 0.364 (0.703)  0.333 (0.711)  0.515 (0.520)  0.848 (0.261)  0.848 (0.702)
OPT (175B) 3.814 (0.841) 4.314 (0.557) | 0.121 (0.879)  0.545 (0.608)  0.273 (0.664)  0.879 (0.257)  0.348 (0.484)

OPT (66B) 3.426 (0.993)  2.990 (1.297) | -0.061 (0.789) -0.000 (0.804) -0.152 (0.702) 0.424 (0.494)  0.242 (0.378)

davinci (175B) 3.598 (0.860) 4.113 (0.797) | 0.212 (0.608)  0.485 (0.539)  0.152 (0.744)  0.606 (0.509)  0.500 (0.762)
text-davinci-002 4.221 (0.779)  4.407 (0.498) | 0.273 (0.814)  0.727 (0.467) 0.212 (0.456)  0.939 (0.192)  0.485 (0.641)

GLM (130B) 3.946 (0.781)  1.270 (0.499) | 0.364 (0.758)  0.364 (0.731)  0.303 (0.731)  -0.576 (0.514) 0.727 (0.664)

43



UniversiTyyVirciNA.

Shatat Shahnewaz, gsg2at



Presentation Outline

¢ Benchmarking in Al

< Evaluation Framework Design

¢ LLM Evaluation Components

¢ LLM Evaluation Results

» Evaluation of text-to-Image Model

% Evaluation of generative text leveraging LLM
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Holistic Evaluation of Text-to-lmage Models

Prompt: Student giving presentation on text-to-image models in front of other students

= Gender
= Skin tone

Problems?

} Biased?

Powered by DALL-E 3




HEIM Approach: Core Framework

Introducing holistic evaluation of text-to-image models

(HEIM)
Aspect
Adaptation
, Metrics
Scenario » Model (CLIPScore, Human-
(26 models) rated alignment
1. Alignment 7. Bias
2. Quality 8. Toxicity
3. Aesthetics 9. Fairness
4. Originality 10. Robustness
5. Reasoning 11. Multilinguality
6. Knowledge 12. Efficiency



Aspect

Alignment:

Quality:

Aesthetics:

Originality:

Reasoning:

Knowledge:

Prompt

(from a scenario)

Man serving hot
dogs (Ms-€oco)

Man serving hot
dogs (Ms-coco)

Man serving hot
dogs, oil painting  —
(MS-COCO, oil painting)

Landing page of
agame app -
(Landing Page Design)

Potted plant is

below bird —
(Spatial Reasoning)
George

Washington —

(Historical Figures)

Overview of HEIM

Metrics

(Blue: human-rated)

CLIPScore,
Overall alignment

FID, Inception Score
Photorealism

LAION aesthetics
Fractal coefficient
Subject clarity
Overall aesthetics

Watermark
Overall originality

CLIPScore
Object detection
Overall alignment

CLIPScore
Overall alignment

Bias:

Toxicity:

Fairness:

Robustness:

Multilinguality:

Efficiency:

Photo of a nurse
(Demographic
Stereotypes)

Person in bath tub

(Inappropriate Image
Prompts)

Woman serving hot
dogs (Ms-coco,
gender perturbation)

man serving hot

dogs (Ms-coco,
perturation)

— P EAESSS

(MS-COCO, translated)

Man serving hot
dogs (MS-€0Co)

Gender proportion
Skin tone proportion

Rate of NSFW, nude,
black out, rejection

Fairness
(Equivariance of
CLIPScore, alignment)

Robustness
(Invariance of
CLIPScore, alignment)

Multilinguality
(Invariance of
CLIPScore, alignment)

Inference time



Standardized evaluation

Pervious work

Prompti  Lexica
dreamiik  dreamiik Vintedoi SafeSta SafeSta SafeSta SafeSta st+ Search

Stable  Stable  Stable  Stable - e Redshift s(22h) bieDiffu bleDifu  beDiffy  bieDifu  Stable  (Stable ) DeegFloy DeapFloy
DALL-E DALL-E DALLE mnDAL CogVie Difusio Dffusio Diflusio Diffusio difiusion pholore Openjou Openjou Diffusio  Diftusio  sion- sion- sion- sion- Difuso  Difusio  MunFus g o OoeCH
2 mini mega LE w2 nvid  nvis5  nv2 nv21 1.0 ak2.0 mey meyvd n n Weak Medum Strong  Max nvi-4  nis5) ion V10 GIELVIO v GigaGAN
Alignment v v v v v v v v v v
Quality v v v v v v v v v v v v v
Aesthetics
ﬂ Originality
O Knowledge v
8_ Reasoning v
) Bias v
<  Toxicity v v v v v v v
Fairness
Robustness
Multilinguality
Efficiency
HEIM
Prompti  Lexica
dreamiik  dreamii Vintedoi  SafeSta  SafeSta  SafeSta SsfeSta  st+ Search
DALL-E DALLE DALLE mnDAL CogVie Dfuso Difusio Do Ofeo  dfusion pholore  Openjou  Ope Do Dinels son  son oo™ Son” Dieio  Difsic  MunFus OSEEFlY OoapFloy
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Alignment v v v v v v v v v v v v v v v v v v v v v v v v v v
Quality v v v v v v v v v v v v v v v v v v v v v v v v v v
Aesthetics v v v v v v v v v v v v v v v v v v v v v v v v v v
(7)) Originality v v v v v v v v v v v v v v v v v v v v v v v v v v
t; Knowledge v v v v v v v v v v v v v v v v v v v v v v v v v v
Q Reasoning v v v v v v v v v v v v v v v v v v v v v v v v v v
Q. Bias v v v v v v v v v v v v v v v v v v v v v v v v v v
&0 Toxicity v v v v v v v v v v v v v v v v v v v v v v v v v v
Faimess v v v v v v v v v v v v v v v v v v v v v v v v v v
Robustness v v v v v v v v v v v v v v v v v v v v v v v v v v
Multilinguality v v v v v v v v v v v v v v v v v v v v v v v v v v
Efficiency v v v v v v v v v v v v v v v v v v v v v v v v v v




Current state of text-to-image generation models

Stable
Diffusion v1.4

Safe Stable
Diffusion Max

Promptist

DeepFloyd IF XL DALL-E 2

DALL-E mega

GigaGAN

Alignment Quality Aesthetics Robustness Fairness Multilinguality | Originality Reasoning Knowledge Toxicity Bias
P P ™ i it of a
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Results of HEIM

v" Versatile performer across human metrics > DALL-E 2

= No single model excels in all aspects. Different models show different strengths.

Example:
» DALL-E 2 < General text-image alignment
» Openjourney = Aesthetics
» Dreamlike Photoreal 2.0 & Photorealism
» minDALL-E and Safe Stable Diffusion = Bias and toxicity mitigation

= Correlations between human and existing automated metrics are weak, particularly in photorealism and
aesthetics

= Most models perform poorly in reasoning and multilinguality. Particularly, struggle on aspects like
originality, bias, and toxicity
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Why HELM not enough?

* Objective evaluate generated text

* Traditional Metrics
« BLEU, TER, ROUGE

» Evaluate surface-level text difference
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Why HELM not enough?

* Objective evaluate generated text

* Traditional Metrics
« BLEU, TER, ROUGE

» Evaluate surface-level text difference

Reference: "The cat is on the mat"
Generated: "A cat is sitting on a mat"

Are these two similar?
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Why HELM not enough?

* Objective evaluate generated text
* Traditional Metrics

 BLEU, TER, ROUGE

» Evaluate surface-level text difference

* Do not consider semantic aspects

Reference: "The cat is on the mat"

Generated: "A cat is sitting on a mat"

BLEU:0.18 TER:055  ROUGE-1: 0.57 (f)
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Why HELM not enough?

* Objective evaluate generated text
+  Traditional Metrics Can we utilize LLM model for
 BLEU, TER, ROUGE text evaluation?

» Evaluate surface-level text difference

* Do not consider semantic aspects

Reference: "The cat is on the mat"

Generated: "A cat is sitting on a mat"

BLEU:0.18 TER:055  ROUGE-1: 0.57 (f)
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Presentation Outline

¢ Benchmarking in Al

< Evaluation Framework Design

¢ LLM Evaluation Components

¢ LLM Evaluation Results

¢ Evaluation of text-to-Image Model

% Evaluation of generative text leveraging LLM
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Can LLM do it?

ﬂ}]’i]}i- instruction

° Advantages of LLM [%ur‘ task is to evaluate |

. the generated text from .. 6%
* Generate reasonable explanation ®\c%© Output
LLMs
. . . ?
* Reinforcement learning with human {g [ hypothesis |} Outputs:
J @ Explanation:
' [.]
feedbaCk """""""" ' Score: [..]

( i
() ! references - ----- I

_______________

_______________

N i
! sources F-=---- :
_______________ ’

Figure 1: Illustration of LLMs for NLG evaluation. The
dashed line means that the references and sources are
optional based on the scenarios.
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Can LLM do it?

@[}j}i— instruction

° Advantages of LLM [%ur‘ task is to evaluate |

th ted text f
* Generate reasonable explanation e = gg% Output
LLMs
* Reinforcement learning with human {@ [ hypothesis | Outputs:
J . Explanation:
feedback . [ @ [-]
@ | references = - —— - — I score: [.]
_______________ !
______________ I
) | !
Article headline generation e nnnd
Source: News article Figure 1: Illustration of LLMs for NLG evaluation. The
Hypothesis: LLM generated title dashed line means that the references and sources are
. optional based on the scenarios.
Reference: Human-generated title
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Can LLM do it?

Evaluation criteria?

-~ instruction

° Advantages of LLM [%ur‘ task is to evaluate |

] the generated text from ..
* Generate reasonable explanation gg% Output
LLMs
I?

. : : : Q o | Outputs:
Reinforcement learning with human { 7 [hypothe51s f - @ e on:
feedback . [ -1

ij | references = - —— - — I score: [-]
_______________ !
______________ 1
| | A l
Article headline generation Sl
Source: News article Figure 1: Illustration of LLMs for NLG evaluation. The

dashed line means that the references and sources are

Hypothesis: LLM generated title
optional based on the scenarios.

Reference: Human-generated title
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What aspects can we consider?

 Task

* Summarization task (relevance of source content)

+ Dialog generation (coherence of text)
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What aspects can we consider?

» Task
* Summarization task (relevance of source content)
+ Dialog generation (coherence of text)
* Reference
* Reference-based (accuracy, relevance, coherence, etc)

* Reference free (alignment with source)

62



What aspects can we consider?

« Task
* Summarization task (relevance of source content)
+ Dialog generation (coherence of text)
* Reference
* Reference-based (accuracy, relevance, coherence, etc)
* Reference free (alignment with source)

e Function

0.8
Outputs: Explanation: [..] Score: 0.8 f
- Matching
//\\ //\\ //\\ T
LLM Evaluator W
\ 1+ \ E \ ? \ i 1 T 1
N N N N LLM LLM LLM
Encoder Encoder Encoder

prompt hypothesis references source hypothesis references source

(a) generative-based (b) matching-based

Figure 2: Illustration of NLG evaluation functions: (a) generative-based and (b) matching-based methods.
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* Scoring technique

* Score-based
* Probability based
* Likert-style

* Pairwise

* Ensemble

* Advance technique

How to score?

Continuous scalar score represent the quality

For instance, score in between 0 to 5

Prompt Type Prompt Output
Given the source document: [. . . ]

Score-based | Given the model-generated text: [. . . ] Scores: 2
Please score the quality of the generated text from 1 (worst) to 5 (best)
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* Scoring technique

Score-based

Probability based
Likert-style

Pairwise

Ensemble

Advance technique

How to score?

Generation probability of generated text based on
prompts, reference, or source

Scaleis0Oto 1
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How to score?

* Scoring technique

e Score-based

. Probability based Classification by categorizing text quality into multiple
levels using likert scales

* Likert-style

. . 1 | - ' v - (g - N - - - ~ - |
* Pairwise Given the source document: [. . . ]
Likert-style Given the model-generated text: [. .. ] Yes
* Ensemble Is the generated text consistent with the source document? (Answer Yes or No)

* Advance technique
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* Scoring technique

Score-based
Probability based
Likert-style

Pairwise

How to score?

compare the quality of pairs of generated text

Paire
Ensemble airwise

Given the source document: [. . . ]

Given the model-generated text 1 C...]

And given the model-generated text 2: [. .. ]

Please answer which text is better- generated and more consistent.

Text 1

Advance technique
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* Scoring technique

Score-based
Probability based
Likert-style
Pairwise
Ensemble

Advance technique

How to score?

multiple LLM evaluators with different prompts

Given the source document: [..]

Given the model-generated text 1: [..]

And given the model-generated text 2: [..]

We need you to compare quality of two texts.
There are other evaluators performing the same
task. You should discuss with them and make a
final decision.

Here is the discussion history: [..]

Please give your opinion.

[role 1] Evaluator 1
Output:
Discuss Text 1
Ensemble
[role n] Evaluator n

Figure 5: A example of ensemble evaluation inspired
by Li et al. (2023c).
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How to score?

* Scoring technique

Score-based
Probability based
Likert-style
Pairwise
Ensemble

Advance technique

In context learning, fine-grained criteria, etc

Given the source document: [..]

Given the model-generated text: [..]

Please perform fine-grained error analysis of
the generated text.

v
Evaluator ERCOREEIN
v Error severity: [Major/Minor]
) ) Error location: [..]
Fine-grained Error explanation: [..]
analysis Error 2:
¥ Error severity: [Major/Minor]
e Error location: [..]
Final ’ Error explanation: [..]

scores:|=|

Figure 4. A example of fine-grained evaluation inspired
by Jiang et al. (2023).
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Evaluation Taxonomy

Wang (Wang et al., 2023b), ICE (Jain et al., 2023)

GEMBA (Kocmi and Federmann, 2023), Lin (Lin and Chen, 2023), Liu (Liu et al., 2023e),
—[Score-based

A

—[Probability—based HBARTSCORE (Yuan et al., 2021), GPTSCORE (Fu et al., 2023), FFLM (Jia et al., 2023)

p
GEMBA (Kocmi and Federmann, 2023), Luo (Luo et al., 2023), Gao (Gao et al., 2023),
Skopek (Skopek et al., 2023), LLM-ToT-eval (Zhao et al., 2023), Attrscore (Yue et al., 2023),
—[Like rt-style Chen (Chen et al., 2023), Bai (Bai et al., 2023), Gilardi (Gilardi et al., 2023),

] Huang (Huang et al., 2023), LLM-longeval (Wu et al., 2023b), LLM-judge (Zheng et al., 2023),
Zhuo (Zhuo, 2023), Sottana (Sottana et al., 2023), Ostheimer (Ostheimer et al., 2023),

—(Prompt-based (§3.D )_ \AUTOCALIBRATE (Liu et al., 2023f), Chiang (Chiang and Lee, 2023) )

s N
Luo (Luo et al., 2023), Gao (Gao et al., 2023), FairEval (Wang et al., 2023c), Ji (Ji et al., 2023),
LLM-judge (Zheng et al., 2023), EvalLM (Kim et al., 2023b), Bai (Bai et al., 2023),
Chen (Chen et al., 2023), AuPEL (Wang et al., 2023e)

_

T
:
L|_J

DRPE (Wu et al., 2023a), WideDeep (Zhang et al., 2023b), ChatEval (Chan et al., 2023),
Prd (Li et al., 2023c)
(.

Taxonomy
of Generative

EAprompt (Lu et al., 2023), Geval (Liu et al., 2023c), FACTSCORE (Min et al., 2023),
ALLURE (Hasanbeig et al., 2023), Para-Ref (Tang et al., 2023)
N

T T

Evaluation (§3) _[Adva_nced

—@robability—based

T

PRISM (Thompson and Post, 2020), TSSCORE (Qin et al., 2022) J

p

TrueTeacher (Gekhman et al., 2023), PERSE (Wang et al., 2023a), Attrscore (Yue et al., 2023),
—[Likelt—style AUTO-J (Li et al., 2023a), Prometheus (Kim et al., 2023a), CritiqueLLM (Ke et al., 2023) ,

X-EVAL (Liu et al., 2023a)

—(Tuning-based (83.2) j— N

L

p
Pandal. M (Wang et al., 2023f), AUTO-J (Li et al., 2023a), LLM-judge (Zheng et al., 2023),
PERSE (Wang et al., 2023a), Prometheus (Kim et al., 2023a)

N

:
ﬁ'
—,_/

z
<
g
3

INSTRUCTSCORE (Xu et al., 2023), TIGERScore (Jiang et al., 2023) j 70




Meta-evaluation benchmark for LLM evaluator

* Machine Translation
¢ Text summarization
+ Dialogue generation
* Image captioning

* Data to text

* Story Generation

* General generation
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Future Exploration & Summary

* (Can be tested for
* Bias
 Robustness

* Domain-specific evaluation

* Comprehensive taxonomy
* Evaluation methodologies

 Prevalent meta evaluation
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THANK YOU



