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What is Human Alignment in Large Language Models (LLM) ?

TRAIN

Are trained LLMs ‘aligned’ with human preferences, 
intentions, and values?

A LLM with proper alignment should not:

q Hallucinate – generate fake content
q Produce harmful content
q Generate useless content (be helpful)

Responsible AI - Align LLMs with Human's values using RLHF | LinkedIn

https://www.linkedin.com/pulse/responsible-ai-align-llms-humans-values-using-rlhf-ashish-jain/
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What do we need for Alignment:

vHigh Quality training data ( that authentically reflects human needs and 
expectations. 

vEffective Training methods that allow training of new LLMs or fine-tuning 
existing LLMs to align with said values. (We need a bit of a human touch here)

vProper Benchmarks designed with human alignment in mind to evaluate any 
model trained with human alignment in mind
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What does it mean to have 'high quality' data (in the context of LLMS) ?

Instruction tuning: We train the LLM using an INSTRUCTION which has an INPUT and  OUTPUT pair

INPUT denotes the human instruction for the model
OUTPUT denotes the desired output that follows the INPUT INSTRUCTIONS.

A good 
Analogy:
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𝐼! = (𝑥!, 𝑦!)

Each instruction Ik 
has input xk 
response yk

{xk , yk } 
taken 
from

Human provided instructions:
• Existing NLP benchmarks (PromptSource,FLAN, etc.)
• Hand crafted (ShareGPT, OpenAssitant etc.)

Instruction from strong LLMs:
Provide prompts to existing LLMs to generate data
• Self-instruct: (use in-context learning of ChatGPT to generate large 

scale instructions

• Multi-turn instructions (have LLM evaluate multiple dialogues 
from user and generate instructions)

Multilingual instructions:
• Post answering: translate from English, ask LLM in target 

language

• Post translating: send input in English, generate output in English 
from LLM. Translate all before giving to user
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Human provided instructions from existing NLP Benchmarks:
(PromptSource)

GitHub - bigscience-workshop/promptsource: Toolkit for creating, sharing and using natural language prompts.

Creators browse through data set examples (left) and their prompted form (right)

Step-1: Browse:

Inspect data set to see how possible
Prompts might look like 

https://github.com/bigscience-workshop/promptsource
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Step-2: Create:
Use their GUI, modify selected 
prompt and generate new prompt
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Step-3: Check Metrics 
across datasets:
Overall ‘helicopter’ 
view of each dataset’s 
metrics. Let’s us see 
how many prompts are 
available for each 
dataset
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Handcrafted Human Prompts
(DataBricks)

databricks-dolly-15k dataset:

• Use 5000 employees

• Setup contest: give top 20 labelers a prize
 
• Have them label 7 very specific tasks.

Free Dolly: Introducing the World's First Open and Commercially Viable Instruction-Tuned LLM - The Databricks Blog

https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm


Alignment Data Collection Methods

12

Handcrafted Human Prompts
(DataBricks)

Open Q&A: “Why do people like comedy movies?” or “What is the capital of France?” In some cases, there’s not a 
correct answer, and in others, it requires drawing on knowledge of the world at large.

How do I build a campfire?

Safety should always come first when starting a campfire. Ensure you have water or another way to extinguish your fire 
readily available. Use a campfire ring, pit, or clear a large area around your campfire location. Also, make sure campfires are 
permitted in your area. With safety out of the way, all a fire needs are heat, fuel, and oxygen. Any combustible material will 
start a fire, but good campfire fuel sources include tinder, kindling, and dry logs.

Use stuff like dry pine needles, dry leaves, grasses, and wood shavings for tinder. You could also use newspaper (or any 
paper), dryer lint, or cardboard. For kindling, use smaller pieces of wood, such as twigs and sticks no thicker than 1 inch in 
diameter (about the thickness of your thumb).

Dry or well-seasoned logs will ensure a good burn. Stack the wood in a way that guarantees oxygen can easily reach your 
flame. Many prefer a teepee or log cabin stacking design. Now, use a heat source to create a flame or spark and apply this to 
your tinder. Once the tinder combusts, it should light the kindling, and the kindling should eventually ignite your logs. If all 
goes well, you should now be enjoying your campfire.
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Handcrafted Human Prompts
(DataBricks)

Brainstorming: This task asked for open-ended ideation and an associated list of possible options. For instance, 
“What are some fun activities I can do with my friends this weekend?”

Instead of making a peanut butter and jelly sandwich, what else could I combine peanut butter with in a 
sandwich? Give five ideas.

Instead of jelly, try one of the following with peanut butter in a sandwich:

1. Honey

2. Raisins

3. Fruit preserves

4. Bananas

5. Sliced apples
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Instructions from Strong LLMs
Self-instruct:

https://doi.org/10.48550/arXiv.2212.10560

1. Start with initial seed of 
instructions, 

2. Sample random tasks from 
task pool

3. Feed to ‘off-the-shelf’ LM 
and generate new 
instructions & instances

4. Categorize the tasks
5. Filter out low quality or 

similar generations and 
augment task pool

Challenges: Improving quality 
of inputs and outputs

https://doi.org/10.48550/arXiv.2212.10560
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Improving LLM generated prompts

Reason-provoking Conditions: chain-of-thought approach.

2201.11903.pdf (arxiv.org)

https://arxiv.org/pdf/2201.11903.pdf
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Instructions from Strong LLMs
Multi-turn Instructions: (Baize)

2304.01196.pdf (arxiv.org)

• Start with seed dataset,
• However, unlike previous, cause this initial seed prompt to start a self-

chat in ChatGPT.
• Record all of ChatGPT’s dialogue (this becomes multi-turn)
• Use ChatGPT to rank Baize 1.0’s responses
• Build upon Baize 2.0

https://arxiv.org/pdf/2304.01196.pdf
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Multilingual Alignment (Bayling)

2306.10968.pdf (arxiv.org)

Combine translation, following 
directions from user, multi-turn 
chatting

https://arxiv.org/pdf/2306.10968.pdf
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Multilingual Alignment (Bayling)

2306.10968.pdf (arxiv.org)

Translate--> 

Directions--> 

M
ul

ti-
tu

rn
 

Directions--> 

https://arxiv.org/pdf/2306.10968.pdf
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Instruction Data Management

We generated all these instructions. How much of it do we really need?

• Instruction Implications: 
         Can we integrate instructions from different sources?

• Instruction Quantity:  
What is the optimal quantity of instruction data --> effective alignment
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Instruction Data Management

[2306.04751] How Far Can Camels Go? Exploring the State of Instruction Tuning on Open Resources (arxiv.org)

Mixing our datasets 
might yield better results

https://arxiv.org/abs/2306.04751
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Filter Data using ChatGPT

[2307.08701] AlpaGasus: Training A Better Alpaca with Fewer Data (arxiv.org)

Reduce size of ALPACA dataset (52k) (generated from openAI davinci-text)

https://arxiv.org/abs/2307.08701


Tonmoy Hossain, pwg7jb
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• Data is used to fine-tune existing foundational LLMs to align with human 

Supervised Fine-Tuning (SFT)

Given instruction input 𝒙, SFT calculates the cross-entropy loss over the ground-truth 
response 𝒚

+  SFT helps LLMs to understand the semantic meaning of prompts

—  teaches LLMs about the best responses and cannot provide fine-grained comparisons 
to suboptimal ones
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• Data is used to fine-tune existing foundational LLMs to align with human 

Supervised Fine-Tuning (SFT)

• SFT model parameters has been integrated into many human preference training objective

1. Online human preference training

2. Offline human preference training

3. Parameter-effective fine-tuning solutions
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Online RL: The agent interacts directly with the 
environment and collects data through its own experience.

Offline RL: The agent learns from a fixed dataset collected 
beforehand, without any new interaction.

Google Research

Online RL Offline RL

learn from new experience

adapts to changing distributions

exploration done by agent

expensive/risky

learn from fixed data

assumes static

relies on dataset coverage

faster and safer

https://blog.research.google/2020/04/an-optimistic-perspective-on-offline.html
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1. Reinforcement learning from Human Feedback (RLHF) is designed to 
learn the human preference signals from external reward models

https://openreview.net/forum?id=TG8KACxEON
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1. Reinforcement learning from Human Feedback (RLHF) is designed to 
learn the human preference signals from external reward models

Optimization
Overfitting???

add a KL-divergence 
regularization between the 
current model weight and 
the SFT model weight

PPO training is difficult 
in implementation and 

stable training

https://openreview.net/forum?id=TG8KACxEON
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2. Reward rAnked Fine Tuning (RAFT)
• uses an existing reward model to select the best set of training 

samples based on the model outputs

Sample
… …

𝒓𝟏

𝒓𝟐

𝒓𝒌

…

SFT

Fig. RAFT Pipeline
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Training procedure requires interaction between policy, behavior policy, 
reward, and value model, which requires many hyper-parameters to be 

tuned to achieve better stability and performance
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Learning human preferences in an offline fashion

1. Ranking-based Approaches.

• incorporate the ranking information into the LLMs fine-tuning stage

1.1 Direct Preference Optimization (DPO): Optimizes the same objective as existing RLHF 
algorithms (i.e., reward function with a KL-divergence term)

1.2 Preference Ranking Optimization (PRO): Finetune LLMs to align with human preference
• PRO also adds SFT training objective for the regularization purpose

https://arxiv.org/abs/2305.18290
https://arxiv.org/abs/2306.17492
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Learning human preferences in an offline fashion

1. Ranking-based Approaches.

• incorporate the ranking information into the LLMs fine-tuning stage

1.3 SFT training objective and KL divergence as the regularization term
• rank loss with the KL-divergence term performs the best
• experiment on small pre-trained language models

1.4 RRHF:  Optimizes LLaMA-7B to align with human preferences
• SFT training objective is more effective and efficient than KL-divergence in preventing 

LLMs from over-fitting
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Learning human preferences in an offline fashion

2. Language-based Approaches.

• Propose to directly use natural language to inject human preference via SFT

2.1 Concept Behavior Cloning: train LLMs to distinguish high- and low quality instruction 
responses, leveraging both low- and high-quality training data to align LLMs with humans

2.2  Chain of Hindsight: incorporates human preference as a pair of parallel responses 
discriminated as low-quality or high-quality using natural language prefixes 
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Learning human preferences in an offline fashion

2. Language-based Approaches.

• Propose to directly use natural language to inject human preference via SFT

2.2  Chain of Hindsight: incorporates human preference 
as a pair of parallel responses discriminated as low-
quality or high-quality using natural language prefixes

CoH also incorporates SFT objectives and random 
words masking to prevent LLMs from over-fitting
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+  LLMs would enable the models to adhere to provided instructions

—  vast GPU memory and extensive datasets for instruction training
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+  LLMs would enable the models to adhere to provided instructions

—  vast GPU memory and extensive datasets for instruction training

PET-based methods froze the major part of LLM parameters 
and only train a limited set of additional parameters
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1. Supplementary Parameters: prepend trainable tokens to the input/each hidden layer, 

leaving the parameters of LLMs frozen during fine-tuning. 

2. Shadow Parameters: training the weight representing model parameter variance without 

modifying the number of total model parameters during inference

• LoRA (Low-Rank Adaptation): Given a neural layer ℎ = 𝑊!𝑥, LoRA modifies the 

forward pass as follows:

LoRA only updates the parameters of A and B during training

ü AdaLoRA, QLoRA
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Underfitting Issue

• Given the same set of training instructions, LLMs with LoRA perform worse than the fully 

fine-tuned ones (Sun et al. 2023)

• Using LoRA, it is preferable to use larger LLMs than larger training instruction datasets

https://arxiv.org/abs/2304.08109
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Evaluation for alignment quality

AE 1: Evaluation Benchmarks

AE 2: Evaluation Paradigm
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AE 1.1: Closed-set Benchmarks - evaluating the skills and knowledge of aligned LLMs

• Possible answers are predefined and limited to a finite set (e.g., multiple choices)

AE 1.1.1: General Knowledge 

 MMLU — evaluate LLMs knowledge in zero-shot and few-shot settings

 Chinese LLMs — C-MMLU, C-Eval, M3KE and AGIEval 

KoLA — evaluate the general real world knowledge of LLMs
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AE 1.1.2: Reasoning

 Arithmetic — GSM8K, Maths

 Commonsense — CSQA, StrategyQA

 BBH (Subset of BIG-Bench) — Date Understanding, Word Sorting, and Causal Judgement

AE 1.1.3: Coding

 HumanEval, HumanEval+, MBPP — evaluate the coding skills of LLMs

 DS1000 — comprises 1000 data science workflows spanning seven libraries

               — assesses the performance of code generations against test cases
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AE 1.2: Open-ended Benchmarks — responses to open-set benchmarks can be more flexible and diverse

AE 1.2.1: leverage a small number of syntactic instructions from LLMs — Vicuna-80, Open-Assistant-953, 

User-Instructions-252 

 — provide comparison several LLMs at a time

AE 1.2.2: AlpacaEval — reporting the Win Rate, the higher the better

 MT-Bench, FLASK
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AE 2.1: Human-based Evaluation

• BLUE, ROGUE: require ground-truth and have relatively low correlation with human judgments

• Human annotators are used to evaluate the quality of open-ended model responses

• categorize each response into one of the four levels (i.e., acceptable, minor errors, major errors 

and unacceptable) — heavily depend on the subjectivity of annotators

• pairwise comparison framework
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AE 2.2: LLMs-based Evaluation

• Human evaluations are inefficient and expensive

• Recent studies propose to incorporate LLMs into the output text evaluation in various NLP tasks

LLMs Evaluation Bias

• LLM-based evaluation paradigm suffers from a positional bias and those strong LLMs 

(i.e., GPT-4) tend to assign higher scores to the first appeared candidates

• Self-enhancement bias: LLMs favor their own responses



Shafat Shahnewaz 
(gsq2at)
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English dominant LLMs along with LLaMA as pre-trained initial LLMs
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Most of the LLMs are based on SFT technology and FLAN emerges as the benchmark
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What is FLAN?
Fine-tuned LAnguage Net (FLAN)

FLAN is an instruction tuning approach to fine-tune language models on a collection of datasets described
via instructions

Finetuned Language Models Are Zero-Shot Learners, https://arxiv.org/abs/2109.01652

This involves fine-tuning a model not to solve a specific task, but to make it more amenable to solving NLP 
tasks in general
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Fine-tuned LAnguage Net (FLAN)

Finetuned Language Models Are Zero-Shot Learners, https://arxiv.org/abs/2109.01652

Comparing instruction tuning with pretrain–finetune and prompting

Multiple instruction templates describing a natural language inference task

FLAN zero-shot is better than zero-shot GPT-3 on 20 of 25 
tasks, and better than even few-shot GPT-3 on some tasks.

Instruction tuning only improves performances on unseen 
tasks for models of certain size
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Fine-grained Instruction Data Management

1. FLAN and programming instructions can improve reasoning capability aligned LLMs
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Fine-grained Instruction Data Management

2. ShareGPT general performs well across a wide range of benchmarks
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LLMs Alignment for non-English Languages

• Complex instruction generation and explanation tuning is language agnostic but they only 

explore English-based prompts 

1. How these alignment technologies perform in various languages, in particular low-resource 

languages?

2. How to effectively transfer the effect of LLMs alignment across different languages?
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LLMs Alignment Training Technologies

• Most of existing aligned LLMs are based on the simple SFT technology

• SFT does not explicitly incorporate human preference into LLMs

• Requires a lot more instruction data and training resources
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Human-in-the-loop LLMs Alignment Data Generation

q ShareGPT data has been widely adapted for LLMs alignment

q ShareGPT performs consistently well across a wide range of NLP tasks Wang et al. (2023)

q Human is still a key factor in improving LLMs alignment quality

This survey provides an up-to-date review to recent 
advances of LLMs alignment technologies

§ Data Annotation and Curation
§ Domain-specific knowledge
§ Error identification
§ Bias detection and mitigation
§ Relevance Assessment
§ Quality Evaluation
§ Ethical Considerations

https://arxiv.org/pdf/2306.04751.pdf
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Implications of Large Language Models

http://www.nber.org/papers/w31161 

14% more issues resolved per hour

Customer Service using chatbot 

9% reduction in handling time
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Objectives of InstructGPT

Creating a language model that can follow a broad class of written instructions by 
successfully avoiding untruthful, toxic or harmful outputs

Using human feedback to fine-tune language models to align it with human intent

Proving that large set of parameters does not necessarily generates accurate output, 
Such as outputs from the 1.3B parameter InstructGPT model are preferred to outputs 
from the 175B GPT-3, despite having 100x fewer parameters



58

Human Evaluations on OpenAI API Prompt Distribution

q PPOà Proximal Policy Optimization
q PPO-ptxà variant of PPO to fine tune 

InstructGPT
q SFTà Supervised Fine Tuning model
q GPT(prompted): Fine-tuned GPT with human 

feedback
q GPTà Generative Pre-trained Transformer

Experiment: Different sizes of the GPT-3 language models (1.3B, 6B, and 175B parameters)

InstructGPT
(Outputs from 1.3B parameters)

GPT-3
(Outputs from 175B parameters)
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Main findings

InstructGPT GPT-3

• Outperform in terms of generating 
appropriate, truthful and informative 
outputs

• Generate information not present in the 
input

• Small improvements in toxicity
• Minimizing performance regressions on 

public NLP datasets
• Generalizing to the preferences of “held-

out” labelers
• Promising generalization to instructions 

outside of the RLHF fine tuning 
distribution

• Do not outperform in terms of generating 
appropriate outputs even in few shot 
prompts

• Small improvements in bias
• Maximizing performance regressions on 

public NLP datasets
• Require more careful prompting and do not 

usually follow instructions
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GPT-3 InstructGPT
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Methods and Experimental details: Dataset

q Plainà arbitrary task.
q Few-shotà multiple query/response pairs per instruction.
q User-based: waitlist use-cases for OpenAI API.

To train the very first InstructGPT models, labelers need to write prompts 
themselves. 

Why?

Because it needed an initial source of instruction-like prompts to bootstrap the 
process, which regular GPT-3 models don’t have

Three kinds of prompts are used:
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Methods and Experimental details: Dataset
3 different datasets were produced from the labelers generated prompts for 
the fin-tuning procedure

13k 33k 31k
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Use-case categories

The diversity of categories 
in the training and 
validation datasets

Example of some illustrative prompts to mimic the 
kinds of prompts submitted to InstructGPT models

Table 1 Table 2 
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Models

Supervised fine-tuning (SFT)

Reward modeling (RM)

Reinforcement learning (RL)



Nibir Chandra Mandal, 
wyr6fx
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Fine-tuning Task

• Tuned on labeler demonstrations

• 16 epochs, cosine learning rate decay, 

dropout of 0.2

• Overfits after 1 training epoch
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• Output a scalar reward

• 6B parameters

o saves a lot of compute

o 175B RM training could be unstable

• #of samples (K) in in between 4 to 9

o Train (k 2) comparison as a single batch

§ A, B, C--> AB, BC, AC

§ Computationally efficient

§ Reduce overfitting
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Reward for wining sample Reward for losing sample



RM optimization
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Reward for wining sample Reward for losing sample

• Cross entropy loss

• Sigmoid maps reward difference to a 

value between 0 and 1
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• Unsupervised learning

• Presents a random customer prompt and expects a 

response to the prompt

• Given the prompt and response, it produces a reward 

determined by the reward model

• Fine-tune SFT using Proximal Policy Optimization (PPO)
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Reward for the sample KL-penalty

Pretraining loss



RL-Training
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Reward for the sample KL-penalty

Pretraining loss

• Rewards from RM model output

• KL-penalty penalizes the RL policy from moving substantially away from pre-trained model

• Pretraining loss fixes the performance regression on the public NLP dataset
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GPT-3 when it is 
provided a few-shot 
prefix to ‘prompt’ it into 
an instruction-following
mode (GPT-3-prompted)

• PPO always above 0.5

• 1.3B PPO is better 

than 175B SFT



Meta-result for API distribution
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Likert Comparison between FLAN and T0
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Results on TruthfulQA dataset
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Reliable Answering
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Simple Mistakes
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Confused by false premise

Overly hedge



Summary & Discussions

80

• Demonstrate that this alignment technique can align to a specific human reference group 

for a specific application

• Implication

o Cost effective than training larger model

o More research is needed for generalization



Shaid Hasan (qmz9mg)
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Outstanding Paper at NeurIPS 2023

Top 4 out of 3,584 accepted papers!! 



RLFH Recap

Supervised fine-tuning (SFT)

Reward modeling

84

RL Fine-Tuning Phase

1 3

2



Limitations of RLHF
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• Complex training procedure

• Computationally expensive

• Instability of Actor-Critic Algorithms used in RLHF (e.g. PPO)



RLHF vs DPO

Loss function over reward functions
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Loss function over policies

• Leverage an analytical mapping from reward functions to optimal policy.

• Directly optimize a LLM to adhere to human preferences, without explicit reward modeling or RL. 

• Implicitly optimizes the same objective as existing RLHF algorithms (reward maximization with a KL-
divergence constraint) but is simple to implement and straightforward to train.

No RL 
Needed!!

Reward functions KL Constraint



How DPO Works?
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Step-1
Dataset Collection

Step-2
Loss Optimization



DPO Loss Function
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• This loss function calculates the probability that the model’s preferred response (as per the human 
preference data) is more likely than the less-preferred response, given the context x.

• The model is trained to minimize this loss, thereby increasing its ability to generate responses that align 
with human preferences.



DPO Evaluations

DPO provides the highest expected reward for all KL values, 
demonstrating the quality of the optimization.

89

Summarization win rates vs. human-written summaries, using GPT-4 as 
evaluator. DPO exceeds PPO’s best-case performance on summarization, 
while being more robust to changes in the sampling temperature.



What DPO Offers?
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Simplicity and Stability

More straightforward and stable approach by eliminating the 
need for a separate reward model.

Computational Efficiency

By condensing the training into a single stage, DPO reduces 
computational demands

Ethical Alignment

Integrating human preferences, DPO positions itself as a tool 
for developing AI systems that resonate more with human 
values and ethics.

Enhanced Performance

Initial experiments demonstrate DPO’s capability to fine-tune 
language models effectively, often outperforming traditional 
RLHF methods.



Why DPO Loss Function Works?
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Why DPO Loss Function Works?
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THANK YOU



Bradley-Terry Model
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• A statistical model used to analyze paired comparison data, where the goal is to model the preferences or 
relative strengths of different items.

• It predicts the probability that item/individual, i will be preferred over item/individual, j using the formula:

• Here, Pi  and Pj  represent the intrinsic "strengths" or "worth" of items i and j, where higher values of, P 
indicate a greater likelihood of preference.


