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Leo Gao

● Research Focus
○ AI Alignment, Machine Learning, Software Development, Math

● Career History
○ Researcher, Eleuther AI 

● Papers
○ The pile: An 800gb dataset of diverse text for language modeling

○ Gpt-neo: Large scale autoregressive language modeling with mesh-tensorflow

Bring greater accessibility to AI research
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Motivation

● Growing size of LLM
● Growing need for data in traning
● Tech giants keep data private
● Open source datasets provides

○ Accessibility
○ Community Collaboration
○ Reproducibility and Transparency
○ Benchmarking and Evaluation



The Pile - Increased diversity, improves capability

● The Pile is an 800 GB data set
○ Curated from 22 diverse datasets

○ Used in training various LLMs, including LLaMA

● Other popular open  source datasets for Training
○ The Common Crawl

○ RefineWeb 

○ Starcoder Data

○ C4  



Components

● Research: ArXiv, PubMed Abstracts

● Domain-specific: FreeLaw, HackerNews

● No Natural Langue: GitHub and DM Mathematics

● Subtitles: Youtube Subtitles

● Emails: Enron Emails

● …



Data Sample

Natural Language No Natural 
Language



Structural Statics

● Lengths 
○ While the majority of documents are short

○ There is a long tail of very long documents

● Language 
○ The Pile: 97.4% English 

○ Future work: multilingual expansion 



Benchmark Models with The Pile

● BPB: Bits per UTF-8 encoded byte

● Perplexity converted to BPB

○ Perplexity measures how well AI can predict the next 

word

● Evaluating each document independently within each dataset
Lower is better

L_T: the length of the dataset in tokens                                                                              L_B: the length of the dataset in UTF-8 encoded bytes



Benchmark on different Component

Use GPT-2 model trained from scratch on Pile

Expect GPT3 on Pile can be significantly better than base model



Evaluation

● Effectiveness of the Pile for improving 

quality

● Improvements
○ Raw CC: baseline

○ CC-100: almost no improvement 

○ The pile: significantly improved on some 

fields



More about The Pile

● Goal 
○ To address ethical and bias concerns in Al research

○ To promote and standardize the practice of engaging with AI ethics literature.

● Other analysis perspectives 
○ Topic distribution analysis

○ Inappropriate content analysis
○ Sensitive content analysis: gender, religion, race

○ Data authority



Conclusion 

● The introduction of a new open source data set

● Evaluations demonstrating improvements by diversity

● Address ethics and bias concerns in AI research

Source: paperswithcode



Mistral 7B
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Why Mistral 7B

Better! Faster ! Stronger!
● Outperforms Llama 2 13B on all benchmarks
● Outperforms Llama 1 34B on many benchmarks
● Approaches CodeLlama 7B performance on 

code, while remaining good at English tasks



How Mistral Performed Better

Group-query attention and sliding window attention are all you need.

GQA (trade off between Multi-head and 
Multiquery): 

Accelerates the inference speed

Reduces the memory requirement during 
decoding, allowing for higher batch sizes 
hence higher throughput 

   
  
   
 
   
  



From architectural perspective

Sliding Window Attention

Using Stacked layers to attend information beyond the 
window size    
  

The hidden state in position i of the layer k, hi, attends to all 
hidden states from the previous layer with positions between i − W 
and i.  

        can access tokens up to W x K.







From architectural perspective (cont’d)

Rolling Buffer Cache: Since we are using Sliding Window Attention (with size W), we don’t need to keep 
all the previous tokens in the KV-Cache, but we can limit it to the latest W tokens. 

● Rolling Buffer Cache: A mechanism to limit the memory usage of the attention mechanism by using 
a cache with a fixed size.

● Fixed Cache Size: The cache is set to a fixed size of W, storing only the most recent W key-value 
pairs.

● Overwriting Mechanism: When the timestep i exceeds W, older values are overwritten using the 
mod operation



Pre-fill and chunking

● Prompt Pre-filling
● Chunking Strategy

From architectural perspective (cont’d)



Results
Commonsense Reasoning (0 shot):

Hellaswag, Winogrande, PIQA, SIQA, 
OpenbookQA, ARC-Easy, ARC-Challenge, 
CommonsenseQA

World Knowledge (5-shot): 
NaturalQuestions, TriviaQA 

Reading Comprehension (0-shot): BoolQ, 
QuAC

Math: GSM8 (8 shot) with maj@8 and MATH 
(4 shot) with maj@4

Code: Humaneval (0 shot) and MBPP (3-
shot)

Popular aggregated results: 

MMLU (5-shot), BBH (3-shot), and AGI Eval 
(3-5-shot, English multiple-choice questions 
only)



Result (cont’d)
Size and Efficiency

● Model Comparison: Mistral 7B's efficiency was evaluated by 
comparing "equivalent model sizes" with the Llama 2 family.



Mistral 7b-instruct
    
   
  

The Mistral-7B-Instruct-v0.1 Large Language 
Model (LLM) is a instruct fine-tuned version of 
the Mistral-7B-v0.1 generative text model 
using a variety of publicly available 
conversation datasets.
   
 
   

  

https://huggingface.co/mistralai/Mistral-7B-v0.1


Mistral 7B- instruct

Participants were provided with a set of 
questions along with anonymous responses 
from two models and were asked to select their 
preferred response, as illustrated on the right. 

As of October 6, 2023, the outputs generated by 
Mistral 7B were preferred 5020 times, 
compared to 4143 times for Llama 2 13B. 
   
 



Mistral use 175 unsafe prompts for evaluating 
safety and the model 100% declines to answer

● Content Moderation Tool
● Classification Categories
● Self-Reflection

Adding guardrails for front-facing applications 
    
   



Tongxuan Tian
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● The scale of a model is one of the most important metric for better model quality.
● How to scale up the model size under limited compute budget?

Motivation



● The scale of a model is one of the most important axes for better model quality.
● How to scale up the model size under limited compute budget?

Motivation

Mixtral 8x7B
● Sparse Mixture of Expert(MoE) layer

○ A certain number of “experts”.
○ Each expert is a neural network.

● Router (Gated Network)
○ Decide which tokens are sent to which expert.



● The scale of a model is one of the most important axes for better model quality.
● How to scale up the model size under limited compute budget?

Motivation

Mixtral 8x7B
● Sparse Mixture of Expert(MoE) layer

○ A certain number of “experts”.
○ Each expert is a neural network.

● Router (Gated Network)
○ Decide which tokens are sent to which expert.

Mixtral 8x7B - Instruct
● Supervised fine-tuning and Direct Preference Optimization.
● Under Apache 2.0 licence.



Mixture of Experts (MoE)
1. Adaptive Mixture of Local Experts (1991)

Jacobs, Robert A., et al. "Adaptive mixtures of local experts." Neural computation 3.1 (1991): 79-87.



Mixture of Experts (MoE)
1. Adaptive Mixture of Local Experts (1991)
2. Learning Factored Representations in a Deep Mixture of      Experts (2013)

https://arxiv.org/pdf/1312.4314.pdf



Mixture of Experts (MoE)
1. Adaptive Mixture of Local Experts (1991)
2. Learning Factored Representations in a Deep Mixture of Experts (2013)
3. Outrageously Large Neural Networks: The Sparsely-Gated Mixture-of-Experts 

Layer (2017)

https://arxiv.org/pdf/1701.06538.pdf



Mixture of Experts (MoE)
1. Adaptive Mixture of Local Experts (1991)
2. Learning Factored Representations in a Deep Mixture of Experts (2013)
3. Outrageously Large Neural Networks: The Sparsely-Gated Mixture-of-Experts 

Layer (2017)
4. GLaM: Efficient Scaling of Language 

Models with Mixture-of-Experts (2021)

https://arxiv.org/pdf/2112.06905.pdf



Mixture of Experts (MoE)
1. Adaptive Mixture of Local Experts (1991)
2. Learning Factored Representations in a Deep Mixture of Experts (2013)
3. Outrageously Large Neural Networks: The Sparsely-Gated Mixture-of-Experts 

Layer (2017)
4. GLaM: Efficient Scaling of Language Models with Mixture-of-Experts (2021)
5. Switch Transformer (2022)

https://arxiv.org/pdf/2101.03961.pdf



Architecture



Sparsity
● How to make the gating vector sparse?



Sparsity
● How to make the gating vector sparse?



Sparsity
● How to make the gating vector sparse?

In Mixtral
● SwiGLU architecture as the expert function



Experiments
Mixtral vs Llama
● Commonsense Reasoning
● World Knowledge
● Reading Comprehension (0-shot)
● Math
● Code
● Popular aggregated results



Experiments Accuracy



Experiments Size and Efficiency



Experiments Llama2 70B and GPT-3.5



Experiments

Multilingual benchmarks



Experiments
Passkey Retrieval Task
● Measure the ability of the model to retrieve a passkey inserted randomly in a 

long prompt



Experiments
Bias Benchmarks
● Bias Benchmark for QA (BBQ)

○ Age, Disability, Status, Gender, Identity, Nationally, Physical appearance, 
Race/Ethicity, Religion, Socio-economic Status, Sexual Orientation

● Bias in Open-Ended Language Generation Dataset (BOLD)
○ Large-scale dataset consists of 23679 English text generation prompts

Mixtral displays more positive 
sentiments than Llama2.



Instruction Fine-tuning
● Supervised fine-tuning (SFT)
● Direct Preference Optimization (DPO)



Routing Analysis
Whether experts are specialized to specific domain?

● Pile validation dataset
● Layer 0, Layer 15 and Layer 31



Routing Analysis
Whether, during training, are some experts specialized to some specific domain?

2. The router does exhibit some 
structured syntactic behavior.

1. A marginal different distribution of 
experts for DM Mathematics.



Routing Analysis
Examples of text from different domains.



OLMo: Accelerating the 
Science of Language Models
Dirk Groeneveld, Iz Beltagy, Pete Walsh, Akshita Bhagia, Rodney Kinney, Oyvind Tafjord, Ananya Harsh Jha, Hamish Ivison, Ian Magnusson, Yizhong Wang, Shane Arora, David Atkinson, Russell Authur, Khyathi Raghavi 
Chandu, Arman Cohan, Jennifer Dumas, Yanai Elazar, Yuling Gu, Jack Hessel, Tushar Khot, William Merrill, Jacob Morrison, Niklas Muennighoff, Aakanksha Naik, Crystal Nam, Matthew E. Peters, Valentina Pyatkin, Abhilasha 
Ravichander, Dustin Schwenk, Saurabh Shah, Will Smith, Emma Strubell, Nishant Subramani, Mitchell Wortsman, Pradeep Dasigi, Nathan Lambert, Kyle Richardson, Luke Zettlemoyer, Jesse Dodge, Kyle Lo, Luca Soldaini, Noah 
A. Smith, Hannaneh Hajishirzi

Kefan Song, ks8vf
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Agenda

1. Model and Architecture
2. Pre-Training Data
3. Training OLMO
4. EvaluaYon



model weights Model 
checkpoints

training 
instructions/cod
e

dataset 
distribution/Pre-
training Data

Whole Training 
and Evaluation 
Framework

Performance 
(on par with 
LLaMA)

Mistral 8x7B Yes

LLaMA Yes Yes

Mosaic Yes Yes Yes

Falcon’s Yes Yes Partial

Pythia 
suite/Bloom

Yes Yes Yes Yes No

LLM360 Yes Yes Yes Yes Yes No

OLMo Yes Yes Yes Yes Yes Yes

Motivation: An Open Source Whole Framework of Training LLM



1. Model Architecture



1. Model Architecture: Compared among 7-8B Models



1. Model Architecture

● RoPE: Rotatory Positional Embedding (Su et. al, 2023)
● Attention Variants: 

○ Full Attention without removal of head dimension
○ Multi-Query Attention (MQA), a  single key and value head for multiple query heads, to save memory
○ Grouped Query Attention (GQA), the number of head dimension removed is in between full attention and 

MQA. 
● Activation: 

○ SwiGLU:  Gated Linear Unit
○ GeLU: Gaussian Error Linear Units



2. Pretraining Data: Dolma
● 3 Trillion Tokens
● 5 Billion Documents
● 7 data sources



Pipeline for Creating Dolma 



3. Distributed Training: Hardware

● LUMI supercomputer
○  256 nodes
○  Each node consists of 4x AMD MI250X GPUs
○ 128GB of memory
○ 800Gbps of interconnect

● MosaicML
○ 27 nodes
○ each node consists of 8x NVIDIA A100 GPUs 
○ 40GB of memory
○ 800Gbps interconnect



3. Distributed Training

● ZeRO optimizer strategy (Rajbhandari et al., 2019), 
○ via PyTorch’s FSDP (Fully Sharded Data Parallel) framework (Zhao et al., 2023)



3. Distributed Training: Fully Sharded Data Parallel

● In Traditional Distributed Data Parallel, every GPU must maintain a copy of all the model 
parameters, optimizer states and gradients.



3. Distributed Training: Fully Sharded Data Parallel

● By Fully Sharded Data Parallel, all the gradients, and optimizer states are calculated only for a 
portion of the full parameters

● An example of aggregate gradients:



3. Distributed Training: Batch Size

● Fully Sharded Data Parallel enabled 4096 tokens per GPU as micro-bach size level
● 4M tokens as batch size for 1B and 7B model
● A progressive batch size warmup for 65B model (still training at the time of writing the paper)



3. Distributed Training: 

● Mixed-precision Training
○ Full precision for important operations like softmax to improve stability
○ Other operations run in half- precision to save memory



Optimizer



4. Evaluation

● In-Loop Evaluation at every 1000 training steps
○ Based on the evaluation, make decisions for 

■ model architecture, 
■ initialization, 
■ optimizers, 
■ learning rate schedule, 
■ and data mixtures.



4. Evaluation

● Downstream Evaluation
○ 9 core tasks of common sense reasoning



4. Evaluation



4. Evaluation
● Intrinsic Language Modeling Evaluation

○ Paloma (Magnusson et al., 2023)
○ Measuring LM fit to 585 domains
○ decontaminated from OLMo’s pretraining data



4. Evaluation: Intrinsic Language Modeling Evaluation



4. Evaluation: Power Consumption and Carbon Footprint



Contribution: A whole framework for training and evaluating state of the art LLM. 

 
● Pretraining Data: 

○ Dolma
● Training code and model weights

○ Full model weights
○ Inference code, training metrics and training logs

● Evaluation
○ 500 model checkpoints from every 1000 steps during training
○  evaluation code 



References

Armand Joulin, Edouard Grave, Piotr Bojanowski, Matthijs Douze, Hérve Jégou, and Tomas Mikolov. Fasttext.zip: Compressing text 
classification models. arXiv preprint arXiv:1612.03651, 2016a.
cjadams, Jeffrey Sorensen, Julia Elliott, Lucas Dixon, Mark McDonald, nithum, and Will Cukier- ski. Toxic comment classification challenge, 
2017. URL https://kaggle.com/competitions/ jigsaw-toxic-comment-classification-challenge. 

Ian Magnusson, Akshita Bhagia, Valentin Hofmann, Luca Soldaini, Ananya Harsh Jha, Oyvind Tafjord, Dustin Schwenk, Evan Pete Walsh, 
Yanai Elazar, Kyle Lo, et al. Paloma: A benchmark for evaluating language model fit. arXiv preprint arXiv:2312.10523, 2023.

Su, J., Lu, Y., Pan, S., Murtadha, A., Wen, B., and Liu, Y. (2023). Roformer: Enhanced transformer with rotary
position embedding



     
   

Llama 2: Open Foundation and Fine-
Tuned Chat Models 
     
    
   
  

Yanxi Liu(kww7ur)



Llama 2: Open Foundation and Fine-Tuned Chat Models

● Overview
● Pre-training Methodology
● Fine-tuning Methodology
● Model Safety



Development



Overview

Llama 2 is a family of pretrained and fine-tuned LLMs:

- Llama 2

        - Updated version of Llama 1, available in 7B, 13B, and 70B parameters. (34B not released) 

- Llama 2-chat

        - Fine-tuned version of Llama 2, optimized for dialogue use.



Overview

Main contribution:

- Improved fine tuning methods and safety measures.

- Focused on safety provides confidence for open-source release.

Allows commercial use for those with < 700 million MAU

        - First truly open-source model of its caliber. Similar quality to ChatGPT.



Pre-training Methodology



Pre-training Methodology
To create the new family of Llama 2 models, the authors used an optimized auto-regressive 
transformer, but made several changes to improve performance.

Specifically, they performed more robust data cleaning, updated data mixes, trained on 40% more total 
tokens, doubled the context length, and used grouped-query attention (GQA) to improve inference 
scalability for larger models.



Pre-training Data

The training corpus includes a new mix of data from publicly available sources:

Remove private data:  remove data from certain sites known to contain a high volume of personal 
informaYon about private individuals.

Data combina<on: up-sample the most factual sources in an effort to increase knowledge and dampen 
hallucinaYons.



Training Details
- Adopt most of the pretraining setting and model architecture from Llama 1:

        - use the standard transformer architecture

        - apply pre-normalization using RMSNorm

        - use the SwiGLU activation function

        - use rotary positional embeddings (RoPE)

- Primary architectural differences:

        - increased context length

        - grouped-query attention (GQA)



Llama 2: Pre-training Dataset

LLaMA 2 trained on publicly available data. 
Details are unavailable, so we infer based 
on LLaMA (v1).

Similar to GPT-3, some datasets are 
weighed more than others.



Llama 2: Rotary Positional Embeddings (RoPE)

Problems in prior methods:

- Absolute positional encoding is simple, but may 
not generalize well in longer sequences.

- Relative positional bias (T5) is not efficient.

Solution:

- Apply rotation to word vector to encode 
rotation.

- Maintain both absolute and relative positional 
embeddings in a input sentence.

- We do not need to train custom parameters.



Llama 2: Grouped-query Attention (GQA)

- 34B and 70B models used GQA for improved inference scalability.



Llama 2: Pre-trained Results
Llama 2 models outperform Llama 1 models.

Llama 2 70B model outperforms all open-source models.



Llama 2: Pre-trained Results

- After pretraining, results are not as good as other proprietary, closed-source models. (GPT-4 and PaLM-2-
L.)

- Llama-2 is still very competitive (only a pre-trained model)



Fine-tuning Methodology



Training process of Llama 2-
Chat:



Supervised Fine-Tuning (SFT) Methods
LLaMA 2-Chat is a fine tuned version of the foundaYon model.

- AdapYng a pre-trained LLM using labeled data.

- Concatenate all prompts and answer from the training set.

- Special token to separate prompts and answers.

- Autoregressive objecYve that applies only to answer tokens.



Llama 2: SFT Data
Publicly available instruction tuning data had insufficient diversity and quality, so they collected fewer, 
higher-quality, dialog-centric samples. Results improved.



Llama 2: Is SFT Enough?
Problems:

● SFT is expensive: Experts must supply labels.

● Supervised learning penalizes inexact answers, even if permissible.

Solution:

● Reinforcement Learning with Human Feedback (RLHF) 

            ○ RLHF is a model training procedure that is applied to a fine-tuned language model to further 
align model behavior with human preferences and instruction following.



Llama 2: RLHF: Reward Modeling (RM)
- Binary comparison protocol

- Procedure:

             - Annotators write a prompt, then choose between two sampled model responses.

             - Annotators also label response as significantly better, better, slightly better, or unsure.

- Each instance of collection is either focused on safety or helpfulness.



Llama 2: RLHF: Reward Modeling (RM)

- Goal: Predict human preference scores.

- Input: Model response and prompt.

- Output: Scalar score for quality 
(helpfulness, safety).

- Two RMs: Helpfulness RM, Safety RM.

- Architecture: IdenYcal to pretrained 
models, but with regression head instead 
of classificaYon head.



Llama 2: RLHF: RM Training Objectives



Llama 2: Reward Model Results.
Larger models obtain higher performance for a similar volume of data.

The scaling performance has not yet plateaued given the existing volume of data annotation used for 
training, showing a signal that there is room for more improvement with more annotations.

An improvement of the reward model can be directly translated into an improvement for Llama 2-Chat.



Llama 2: Iterative Fine-Tuning
RLHF is then applied iteratively.

- Proximal Policy Optimization (PPO): a RL algorithm

- Rejection Sampling fine-tuning: sample K outputs from the model, select best candidate based on 
reward model.

(Only the best candidate (prompt-response pair) is fed to PPO.)



Llama 2: Iterative Fine-Tuning
- Sample K outputs from the model, select best candidate 

based on reward model

                  - Can be combined with PPO

- Generating multiple samples in this manner can drastically 

increase the maximum reward of sample.

- Explores output space randomly

- Perform SFT or PPO using samples with highest reward.



Llama 2: Iterative Fine-Tuning: PPO



Llama 2: Ghost Attention(GAtt)



Llama 2: Fine-Tuning Results



Llama 2: Fine-Tuning Results



Llama 2: Fine-Tuning Results



Model Safety



Llama 2: Safety in Pre-training
- Release pretrained data information such as demographic representations for transparency.

- Unaddressed potential concern:

            - Imbalanced representation could bias model outputs.



Llama 2:  Safety in Fine-Tuning: Adversarial Samples
- Gather adversarial prompts and safe demonstrations in the SFT training set.

- Essentially probes for edge cases.

- Annotator writes both the prompt and the response in adversarial samples.



Llama 2:  Safety in RLHF
RLHF safety measures:

- Safety RM uses human preference data to train.

- Reuse the adversarial prompts when training safety RM.

Helpfulness remains intact after safety tuning with RLHF.



Llama 2: Safety in RLHF: Results
Model refuses to empower illegal activity after safety RLHF.



Llama 2:  Safety Evaluation



Llama 2:  Safety Evaluation



Llama 2:  Limitations

- Llama 2-Chat predominantly concentrated on English 
data.

          - Other language has limited proficiency.

- Llama 2 may generate harmful, offensive, or biased 
content due to its training on publicly available online 
datasets.

- Safety tuning goes too far.

           - User may observe that the model is overly 
cautious in certain situations.


