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Large Language Model (LLM) : an LLM model M  parametrized by θ

Labeled Dataset (D)

AND/OR 
unlabeled continuations or completionsM could be different types

Autoregressive 
(GPT series)

Autoencoding 
(BERT, XLM-R)

Encoder-Decoder 
(BART, T5)

Most models come ‘pre-trained’ à ‘fined-tuned’ for applications

To quantify performance à evaluation dataset + metric needed. 
Choice of Metric becomes dataset dependent

For some evaluation dataset (D) there exists a subset of metrics ψ(D) (from space of all metrics Ψ) that are 
appropriate for D 
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Social Group: A social group G is a subset of the population à identity traits (could be fixed, contextual or socially 
constructed) e.g., age, color, disability, gender identity, national origin, race, etc. (protected under US law)

Protected Attribute: shared identity trait that determines the group identity of any G.

CAUTION: social groups are often socially constructed. So, can change overtime. Harms experienced by each group 
vary greatly à historical, structural injustice. 

Group Fairness: For some model M  and an outcome Y=M(X,θ). Given a set of social groups G, if we take two 
groups G and G’, 

and we run a statistical outcome measurement MEASUREY (G) and MEASUREY (G’)

Accuracy, True Positive Rate, False Positive Rate

MEASUREY (G)−MEASUREY (G’) < 	𝝐 ß smaller means less bias 

Estimate the disparity between two measurements 𝝐. If it’s small à model is less biased
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Individual Fairness: For two similar individuals x and x’ ∈ 𝑉 and some distance metric d. For a model M(V) we get a 
set of outcomes O i.e., we get a distribution of outcomes. Now, for individual fairness, both x and x’ should yield 
similar outcome distributions with respect to some task. (model is fair to both individual)

Some measure of similarity (e.g. statistical distance) < distance between x and x’
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Social Bias: Disparate 
treatment or outcomes 
between social groups that 
arise from historical  and 
structural power 
asymmetries
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Bias in Natural Language Processing 
(NLP) Tasks

Text 
Generation

Machine 
Translation

Information 
Retrieval

Question-
Answering

NL 
Inference

Classification

Predicting next 
token : 
‘The man was 
known for 
[BLANK]" versus 
"The woman was 
known for 
[BLANK].’

Translation 
defaults to 
masculine words:
English:
“I am happy”
Translated to:
French:
"je suis heureux
masculine more 
often as opposed 
to the feminine 
form "je suis 
heureuse" 

Retrieved 
documents have 
more masculine-
related concepts 
instead of 
feminine

Model relies on 
stereotypes to 
answer 
questions. 
(racial bias in 
answering 
question about 
drugs)

Predicting a premise 
àwhether a  
hypothesis entails or 
contradicts. Make 
invalid inference.
ACTUAL:
the accountant ate a 
bagel“
WRONG:
the man ate a bagel" 
or "the woman ate a 
bagel

Toxicity Models 
misclassify African 
American tweets as 
negative more often 
then in Standard 
American English
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Fairness Constraints
For some inputs Xi and Xj containing mentions of groups Gi and Gj respectively.

Let w ∈ W (neutral word) and a ∈ A (protected attribute word). Let ai and aj be words mentioning Gi 
and Gj respectively.

Let X\A be an input with all social attributes removed.

Fairness 
through 

unawareness

Equal Social 
Group 

Associations

Equal 
neutral 

associations

Replicated 
DistributionsInvariance 

Removed attributed 
does not affect 
outcome
M(X: θ) = M(X\A ; θ);

M(Xj: θ) and 
M(Xi ; θ) are 
identical under 
some invariance 
metric ψ

If w is equally 
likely to appear 
under both 
protected 
attributes.
P(w|Ai) =P(w|Aj ).

Under a neutral 
context, both 
protected 
attributes are 
equally likely
P(ai |W) = P(aj |W).

The conditional 
probability of w 
appearing in some 
generated output Y is the 
same as w appearing in a 
reference dataset D
PY(w|G) = PD(w|G).



Taxonomy of Metrics for Bias Evaluation

12

v Task Specific:  Different NLP task type (text generation, classification etc.) need different metrics

v Bias Type: Bias type varies between datasets so metrics might change

v Data structure (input to model): e.g.: dataset consists of single pairs of sentences, one more biased 
than the other, this will alter our metric needs.

v Data Structure (output from model):  output type can change metric. Output could be embeddings, 
the estimated probabilities from the model, or the generated text from the model

Facets of Metrics
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• Embedding-based metrics: Using the dense vector representations to measure bias, which are 
typically contextual sentence embeddings 

• Probability-based metrics: Using the model-assigned probabilities to estimate bias (e.g., to score text 
pairs or answer multiple-choice questions)
 
• Generated text-based metrics: Using the model-generated text conditioned on a prompt (e.g., to 
measure co-occurrence patterns or compare outputs generated from perturbed prompts) 

Taxonomy of Metrics based on What They Use
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Embedding-based metrics

After encoder has generated vectors from words:
We see how bias can shift certain words closer to 
others

WEAT (pre-LLM NLP era)
WEAT measures associations between social group concepts 
(e.g., masculine and feminine words) and neutral attributes 
(e.g., family and occupation words). For protected attributes A1, 
A2 and neutral words W1 and W2.

We define test statistic f:

Larger std --> less bias --> more spread out

closer mean values --> similar association
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Embedding-based metrics

SEAT (Sentence edition of WEAT)

This is <BLANK>  is  <BLANK> here . This will . <BLANK> , and <BLANK> are things.

Compares sets of sentences, rather than sets of words, by applying WEAT to the vector representation of 
a sentence. 

arXiv:2309.00770

https://arxiv.org/abs/2309.00770
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Problems of Embedding-based metrics:

• Several works point out that biases in the embedding space have only weak or inconsistent relationships 
with biases in downstream tasks (Cabello et al., 2023; Cao et al., 2022; Goldfarb-Tarrant et al., 2021; Orgad & 
Belinkov, 2022; Orgad et al., 2022; Steed et al., 2022).

• Goldfarb-Tarrant et al. (2021) find no reliable correlation at all, and Cabello et al. (2023) illustrate that 
associations between the representations of protected attribute and other words can be independent of 
downstream performance disparities, if certain assumptions of social groups’ language use are violated

These works demonstrate that bias in representations and bias in downstream applications should not 
be conflated, which may limit the value of embedding-based metrics
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Probability-Based Metrics

The probability of a token can be derived by masking a word in a sentence 
and asking a masked language model to fill in the blank.
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Probability-Based Metrics

The probability of a token can be derived by masking a word in a sentence 
and asking a masked language model to fill in the blank.

For a sentence S

PLL should be same for both cases for it to be unbiased.
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Probability-Based Metrics

The probability of a token can be derived by masking a word in a sentence 
and asking a masked language model to fill in the blank.

For a sentence S

PLL should be same for both cases for it to be unbiased.
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Problems of Probability-Based Metrics:

• probability-based metrics may be only weakly correlated with biases that appear in downstream tasks.

• Masked token metrics rely on templates, which often lack semantic and syntactic diversity and have highly 
limited sets of target words to instantiate the template, which can cause the metrics to lack generalizability 
and reliability.

• Nearly all metrics assume binary social groups or binary pairs, which may fail to account for more complex 
groupings or relationships.
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Generated Text-Based Metrics 

Distribution Metrics: 

For a token w and two set of attribute words Ai 
and Aj , the bias score for each word is given by: 

If score = 0, masculine and feminine words 
have equally likely chance of appearing.

Co-Occurrence Bias Score: Measures the co-
occurrence of tokens with gendered words 
in a corpus of generated text.

Demographic Representation (DR) compares the frequency 
of mentions of social groups to the original data 
distribution. Let C(x, Y ) be the count of how many times 
word x appears in the sequence Y . For each group Gi ∈ G 
with associated protected attribute words Ai , the count 
DR(Gi) is

The vector of counts DR = [DR(G1), . . . , DR(Gm)] 
normalized to a probability distribution can then be 
compared to a reference probability distribution
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Generated Text-Based Metrics 

Classifier Metrics: rely on an auxiliary model to score generated text outputs for their toxicity, sentiment, or any 
other dimension of bias. Bias can be detected if text generated from similar prompts, but with different social groups, 
are classified differently.

Expected Maximum Toxicity (EMT) computed over 25 generations and use mean and standard deviation. This 
metric characterizes the worst-case generations of an LLM. For a toxicity detector c : Y → [0, 1]

Toxicity Probability (TP),measures the empirical probability of generating at least one text with a toxicity score ≥ 
0.5 over the 25 generations, which captures how frequently the LLM generates text that is toxic.
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Generated Text-Based Metrics 

Lexicon Metrics : Lexicon-based metrics perform a word-level analysis of the generated output, comparing each word 
to a pre-compiled list of harmful words, or assigning each word a pre-computed bias score

HONEST: measures the number of hurtful completions. For identity-related template prompts and the top-k 
completions Yk, the metric calculates how many completions contain words in the HurtLex lexicon
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Problems of Text Generated Metrics:

• Decoding parameters, including the number of tokens generated, the temperature for sampling, and the top-k 
choice for beam search, can drastically change the level of bias, which can lead to contradicting results for the same 
metric with the same evaluation datasets, but different parameter choices.

• Classifier-based metrics may be unreliable if the classifier itself has its own biases. (Toxicity classifier biased to 
flagging African American English more)

• Lexicon-based metrics may be overly coarse and overlook relational patterns between words, sentences, or phrases. 
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Pairs or tuples of sentences can highlight differences

in model predictions across social groups

• Masked Tokens

• Unmasked Sentences
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• Asks a model to predict the most likely word

• Contain sentences with a blank slot that the language model must fill

Winograd Schema Challenge

• present two sentences, differing only in one or two words, and ask the reader (human or machine) to 
disambiguate the referent of a pronoun or possessive adjective, with a different answer for each of the two 
sentences
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Winogender and WinoBias — limited in their volume and diversity of syntax

GAP — pronoun-name pairs to measure gender bias

GAP-Subjective — GAP + subjective sentences expressing opinions and viewpoints

BUG — syntactically diverse coreference templates

BEC-Pro — gender biases with respect to occupations

StereoSet — evaluates intra-sentence bias within a 

sentence with fill-in-the-blank sentences, where the 

options describe a social group in the sentence context
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• Unmasked sentences refer to regular, complete sentences without any tokens being 

deliberately masked

Ex. The quick brown fox jumped over the lazy dog.  … ...

• The model tries to predict the next word or label the entire sentence without any masked words
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CrowS-Pairs. Evaluate stereotypes of historically disadvantaged social groups

EEC. differences in sentiment towards gender and racial groups

Bias NLI. Designed to evaluate models for social bias

• NLI involves predicting whether a "hypothesis" sentence can be inferred from a "premise" sentence

Premise: "The nurse treated the patient's wounds."

Hypothesis: "The nurse is a woman."

Label: Non-entailment (cannot be inferred, relies on 

gender stereotype)
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1. Winogender, WinoBias, StereoSet, and CrowS-Pairs: Contain ambiguities about what 

stereotypes they capture

It is unclear how racial bias against Ethiopia is captured by StereoSet’s stereotype, anti-stereotype 
pair
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2. Beyond data reliability, these datasets may also have limited generalizability to broader 

populations

• Situated in the United States context – e.g., occupation-gender datasets like 

Winogender, WinoBias, WinoBias+, and BEC-Pro leverage data from the U.S. 

Department of Labor

3. May capture narrow notions of fairness



Prompt

34

Datasets have been proposed as prompts

• specify the first few words in a sentence, or propose a question, and 

ask the model to provide a continuation or answer

Q
ue

st
io

n 
A

ns
w

er
in

g[
1]

Sentence Completion.
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• It is unclear if the toxicity should be attributed to the masculine or feminine group

• Akyürek et al. (2022) reframe prompts to introduce a situation, instead of a social 

group, and then examine the completion for social group identifiers
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Pre-processing mitigations modify model inputs (data and prompts) without changing the 
trainable parameters.

Data augmentation techniques seeks to neutralize bias by adding new examples to the training data 
that extend the distribution for under- or misrepresented social groups

Data balancing. Equalize representation across 
social groups

Selective replacement. Offer alternatives to Aug. 
to improve data efficiency and to target the 
most effective training examples for bias 
mitigation

Interpolation. Mixup
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Data Filtering and Reweighting. 

• Target specific examples in an existing dataset possessing some property, such as high or low levels 

of bias or demographic information

• The targeted examples may be modified by 

• removing protected attributes 

• curated by selecting a subset

• reweighted to indicate the 

importance of individual instances 
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Data Generation

• Produces a new dataset, curated to express a pre-specified set of standards or characteristics



Pre-processing Mitigation: Limitation

40

• Data augmentation techniques swap terms using word lists, which can be unscalable and 

introduce factuality errors

• Data filtering, reweighting, and generation faces similar challenges, particularly with 

misrepresentative word lists and proxies for social groups, and may introduce new distribution 

imbalances into the dataset

• Modified prompting language techniques have been shown to have limited effectiveness

• Li & Zhang (2023) find similar generated outputs when using biased and unbiased prompts

https://arxiv.org/abs/2305.18569
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• Aim to modify the training procedure to reduce bias

• Modify the optimization process by 

• changing the loss function

• updating next-word probabilities in training

• selectively freezing parameters during fine-tuning

• identifying and removing specific neurons that 

contribute to harmful outputs
Fig. In-training mitigation techniques
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Architecture Modification.

• Changes to the configuration of a model, including the 

number, size, and type of layers, encoders, and decoders

— debiasing adapter modules, called ADELE, to mitigate 

gender bias

— Ensemble models may also enable bias mitigation, gated 

networks
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Loss Function Modification.

• Via a new equalizing objective, regularization constraints, or 

other paradigms of training 

• i.e., contrastive learning, adversarial learning, and 

reinforcement learning

• Selective Parameter Updating

• Filtering Model Parameters
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Embedding-based Functions

Distance-based embeddings

• Minimize distance between E(·) of a protected attribute a_i and its counterfactual a_j in a list of gender or race words

• Compare the distances of protected attribute words to neutral words in a lower-dimensional embedding subspace

• Maintain the pre-trained model’s linguistic integrity by preserving non-stereotype sentences using an alternative loss
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Embedding-based Functions

Projection-based embeddings

• Regularization term that orthogonalizes stereotypical word embeddings w and the gender g in the embedding space

• Alternatively obtain the gender subspace B and minimize the projection of neutral embeddings E(W)

• Encourages hidden representations to be orthogonal
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Embedding-based Functions

Mutual information-based embeddings

•  Considers the mutual information between a social group and the learned representation

•  Regularization term to minimize mutual information I between a random variable A representing a protected attribute and 

the encoding of an input X with encoder 
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Embedding-based Functions

• modify the distribution of weights in the attention heads of the 
model to mitigate bias

Attention-based embeddings

• Redistributing attention scores, fine-tuning the encoder with a equalization loss that encourages equal attention score

• Equalization loss is added as a regularization term to a semantic information preservation term that computes the distance 

between the original (denoted by O) and fine-tuned models’ attention score (A)

• Entropy of the attention weights’ distribution to measure the relevance of context words
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• One of the biggest limitation is computational expense and feasibility

• Selective Parameter Updating: Threaten to corrupt the pre-trained language understanding

• Target different modeling mechanisms, which may vary their effectiveness

• Assumptions should be stated explicitly

• Loss functions or Reward implicitly assume some definition of fairness, most commonly 

some notion of invariance with respect to social groups

Future research can better understand which components of LLMs encode, 
reproduce, and amplify bias to enable more targeted in-training mitigations.
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Take a pre-trained (perhaps fine-tuned) model as input, and modify the model’s behavior 

without further training or fine-tuning to generate debiased predictions at inference; as such, 

these techniques may also be considered to be inference stage mitigations. 

1. Decoding Strategy Modification

2. Weight Redistribution

3. Modular Debiasing Networks



Intra-Processing Mitigation
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1. Decoding Strategy Modification

2. Weight Redistribution

3. Modular Debiasing Networks
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Post-processing mitigation refers to post-processing on model outputs to remove bias

• Black-box pre-trained models

• limited information about the training data, optimization procedure, or access to the internal model

• Solution: Do not touch the original model parameters but instead mitigate bias in the generated output 



Post-Processing Mitigation
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• Keyword replacement 

• Machine Translation



Open Problems and Challenges
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1. Addressing Power Imbalances

• Centering marginalized communities

• Developing participatory research designs

• Reconstructing values and assumptions

• Expanding language resources

2. Conceptualizing Fairness for NLP

• Developing fairness desiderata

• Rethinking social group definitions

• Recognizing distinct social groups

3. Refining Evaluation Principles

• Establishing reporting standards

• Examining reliability and validity issues

• Expanding evaluation possibilities

4. Improving Mitigation Efforts

• Enabling scalability

• Developing hybrid techniques

• Understanding mechanisms of bias within 

LLMs
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Ø Evaluating and Mitigating Discrimination in Language Model Decisions

Ø Gender Bias in Large Language Model
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Language Model for Decision Making
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Language models are being considered for use in high-stakes societal 
decisions-

• Loan approvals, 
• Housing, 
• Travel authorizations

 ……

• Question preparation
• Test Assessment
• GPT-4

• Patient Communication
• Clinical Documentation
• Personalized Treatment Planning
 …



Language Model for Decision Making
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“When provided with a candidate for a loan, does a 
language model suggest granting the loan to the candidate 
more often if the candidate is of one demographic versus 
another?”

Widespread consequences for people’s lives and livelihoods

Proactively anticipate and mitigate such potential risks



Generating language model prompts and decisions
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Evaluate the potential for language model discrimination across different applications

Generate a diverse set of hypothetical prompts that people could use to query models for 
automated decision-making.

Each prompt instructs the model to make a hypothetical binary decision about a particular 
person described in the prompt.
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Step 1: Generating Decision Topics
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Language 
Model

Seed examples Decision Topics

• Prompt a LLM with an initial prompt asking it to provide examples of decision problems. 

• This initial prompt includes a few seed examples like financial, legal, professional, and educational decisions. 

• Iteratively generating more topics by providing the language model’s responses as context and prompting it to 
identify additional examples.

Context

ResponseInitial prompt
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Analysis of the generated questions
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Composition: 

• 70 decision questions ranging from high-risk questions such as increasing a 
person’s credit limit to lower-risk questions such as approving a merchandise 
return.

       Human validation:

• 405 ratings collected

• Raters were asked to rank each question’s overall quality (“The decision 
question is well-written, sensible, and contains no formatting errors”)

• Average score was 4.76, with 98% of templates ranked 4 or 5. 



Step 2: Generating Template Questions

64

• Generate decision question templates with placeholders for demographic information. 

• Provided a prompt specifying the desired structure and content of the templates. 

• Example template with placeholders for age, race, and gender (e.g., [AGE], [RACE], [GENDER])1. 

• The prompt instructs the model to generate a template for a different decision topic that uses these placeholders, ensuring the 
question is framed as a yes/no decision.

• Yes decision for each question is a positive outcome for the subject of the decision question (e.g., having a loan approved or being 
promoted). 

Language 
Model

Decision question 
template with placeholder

ResponseInput prompt

Example prompt with 
desired structure
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Step 3: Filling the Templates
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• Decision templates enable to create several versions of the same decision prompt where 
the only variables that change are the demographics of the subject. 

• Insert random combinations of age, race, and gender directly into the [AGE], [RACE], and 
[GENDER] placeholders.

Language 
Model

Filled template with 
demographic information

ResponseInput prompt

Decision Question + {age}, 
{race}, {gender} information

[AGE]   ∈ [20, 30, 40, 50, 60, 70, 80, 90, 100], 
[GENDER]   ∈ [male, female, non-binary] 
[RACE]   ∈ [white, Black, Asian, Hispanic, Native American]



Step 3: Filling the Templates
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Step 4: Generating Decisions

68

Language 
Model

Filled Template

Decision prompt

P(yes)

P(no)

Decision
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Mixed Effect Model

y = X𝛽 + 𝑍𝑢 + err

y (logit score)

X (Fixed effect)

Z (Random effect)

Fit Mixed Effect model

Find 𝛽	𝑎𝑛𝑑	𝑢 
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Mixed Effect Model

y = X𝛽 + 𝑍𝑢 + err

y (logit score)

X (Fixed effect)

Z (Random effect)

Fit Mixed Effect model

Find 𝛽	𝑎𝑛𝑑	𝑢 

Ø X à demographic variable: age (z-scored), gender and race (encoded as dummy)

Ø  Z à decision question types (encoded as dummy variables)

Ø Visa decision vs loan decision
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Mixed Effect Model

y = X𝛽 + 𝑍𝑢 + err

y (logit score)

X (Fixed effect)

Z (Random effect)

Fit Mixed Effect model

Find 𝛽	𝑎𝑛𝑑	𝑢 

Øy = log ( ,!"#$	(./0)
23,!"#$(./0)

)
 



Discriminative Score (DS) 
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DS = 𝛽 + 𝑢

Ø Instead of log[𝑝𝑛𝑜𝑟𝑚(𝑦𝑒𝑠)] use average log[𝒑𝒏𝒐𝒓𝒎(𝒚𝒆𝒔)] difference between any demographic group 

and baseline (60-year old white male)

Ø 𝛽	𝑎𝑛𝑑	𝑢 is relative to baseline

Ø So Discriminative Score is



WHY DS = 𝛽 + 𝑢 ?
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Age

Δy

Δy = X𝛽 + 𝑍𝑢 + err



WHY DS = 𝛽 + 𝑢 ?
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Age

Ideal  case diff = 0

Δy = X𝛽 + 𝑍𝑢 + err

Scenario: No discrimination

Δy



WHY DS = 𝛽 + 𝑢 ?
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Age

Δy = X𝛽 + 𝑍𝑢 + err

Slope = 𝛽 > 0 

Age

Slope = 𝛽 < 0 

Scenario: Positive discrimination Scenario: Negative discrimination

Δy
Δy



Discriminative Score (DS) 
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Ø Baseline is 60-year old white male
Ø Selected for statistical reason



Positive & Negative Discrimination in Claude
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Negative

PositiveReference: 60 year old white male



Positive & Negative Discrimination in Claude
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More than 0.75Reference: 60 year old white male



Positive & Negative Discrimination in Claude
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Better results

No Change

Reference: 60 year old white male



Bias exists in the model!
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Negative

Positive
Reference: 60 year old white male



Prompt Sensitivity
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ØFirst person phrasing
Ø Formal bulleted list

Ø Pro-con list

Ø Emotional phrasing

Ø Sloppy rewrite

Ø Use coded language
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Ø First person phrasing

Ø Formal bulleted list

Ø Pro-con list

Ø Emotional phrasing

Ø Sloppy rewrite

ØUse coded language



Effect of prompt variation
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Higher for emotional phasing



Can we mitigate this?
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Language 
Model

Appended 
prompt

intervention Ask for decision
decisionprompt

Be unbiased….



Prompt Designing: Mitigation Techniques
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ØPrompt interventions
Ø Mitigation in decision-making step
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ØPrompt interventions
Ø Mitigation in decision-making step
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ØPrompt interventions
Ø Mitigation in decision-making step
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Ø Prompt interventions

ØMitigation in decision-making step



Prompt Designing: Mitigation Techniques
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Ø Prompt interventions

ØMitigation in decision-making step



Prompt intervention mitigates discrimination!
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Prompt intervention mitigates discrimination!
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Not significant improvement



Prompt intervention mitigates discrimination!
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Noticeable improvement



Does the intervention distort the model decision?
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Ø Does it make decision of the model less useful?

prompt

Language 
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Appended 
prompt

Ask
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decision
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with 
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Intervention maintains a high correlation with the 
original decision

99



Evaluation Limitation
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Ø Specific set of prompts

Ø People may use wide variety of prompts

Ø Do not use wide range of characteristics

Ø Veteran status, income, health status

Ø Selection of names

Ø Consider only LLM’s decision

Ø Do not consider intersectional effects

Ø Race and age

Ø Sensitivity study should be on larger scale



Shafat Shahnewaz (gsq2at)



Presentation Outline
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Ø Evaluating and Mitigating Discrimination in Language Model Decisions

Ø Bias and Fairness Evaluation

Ø Gender Bias in LLM
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Gender Bias Provocation and Mitigation in LLMs

Example of test cases and responses of Alpaca before 
and after mitigation

Traditional biases investigation methods: 
Rely on human-written test cases

• Expensive
• Limited

Introducing a new mitigation strategy:
Automatically generates test cases to detect LLMs’ 
potential gender bias.
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Related Previous Work
Bias Investigation in Natural Language Generation

Local bias-based Global bias-based
• Hand-crafted templates 

to evaluate bias

For example, the template 
can be a sentence with some 
masked words. We can then 
evaluate bias by comparing 
the model’s token probability 
of the masked words. 1,2,3

1. Zhao et al., 2017; 2. Kurita et al., 2019; 3. Bordia and Bowman, 2019; 4. Sheng et al., 2019, 2020; 5. Dhamala et al., 2021; 6. Liu et al., 2020; 7. Perez et al., 2022; 8. Liu et al., 2020; 9. Zhang et al., 2018; 10. May et al., 2019; 
11. Lu et al., 2019; 12. Maudslay et al., 2019; 13. Zmigrod et al., 2019; 14. Dinan et al.,2020; 15. Li and Liang, 2021; 16. Sheng et al.,2020; 17. Thakur et al.,2023;

•  Multiple classifiers to 
evaluate bias by comparing 
the classification results of 
generated texts from various 
perspectives

For example, using sentiment to 
capture overall sentence polarity, 
regard ratio4,5 to measure 
language polarity and social 
perceptions of a demographic, 
offensive6, and toxicity5,7 as 
classifiers

Bias Mitigation in Natural Language Generation

Algorithm-based Data-based
• Adversarial Learning8,9 

which fine-tunes the model 
using an adversarial loss to 
eliminate bias.

• Concept of Null space 
projection10 to eliminate 
gender features in models

Mainly aim to reduce bias by 
replacing or deleting biased 
words in training data
• Counterfactual Data 

Augmentation (CDA)
Model’s robustness can be 
enhanced by utilizing 
counterfactual examples11,12,8,13

• Fine tuning models with 
controllable prefixes14

• Hand-crafted prompts to 
mitigate bias in machine 
translation15

• Generate prompts to equalize 
gender and race disparity in 
the dialogue generation task16

• few-shot learning with 
proposed data interventions to 
mitigate bias in model17
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What is NEW in this paper?

Introduces a novel way to automatically synthesize test cases 
to measure global biases by leveraging reinforcement learning. 
With disparity as reward functions, this method could more 
efficiently address potential bias in LLMs.

Proposes a gradient-free method which can mitigate LLM 
API’s biases without accessing and updating their parameters. 
Extends the context in ICL toward bias mitigation by utilizing 
and transforming bias examples into good demonstrations to 
mitigate bias
 

v Proposed method utilizes RL to generate lots of difficult test cases that can 
effectively provoke bias in popular LLMs, such as ChatGPT, GPT-4, and Alpaca.

 
v Proposes a simple but effective method to mitigate the bias found by these test 

cases without LLM parameter fine-tuning. Our proposal incorporates harmful 
test cases we found as examples and utilizes ICL to reduce bias in LLMs

Bias Investigation Bias Mitigation 

Summarize contributions 
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Framework

§ 𝑥! 	represents a test case, where i = 1, 2. 
§ Applying CDA to 𝑥! 	results in $𝑥!. 
§ y denotes the responses of LLMs given an input x. 
§ S is a sentiment classifier

Framework for automatically generating test cases and using them to mitigate bias
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Methodology

Bias Provocation

The sentiment of y can be determined by using an off 
the-shelf sentiment classifier S. 
                          the absolute difference as the metric for 
quantifying bias. For notation simplicity,                        
has been denoted  as r(x)

A larger difference in r(x) à the test case x is more 
likely to elicit biased responses from LLMs.

𝑥 >𝑥comparison

𝑥 and >𝑥 that are identical except for the 
use of gender-specific terms

non-biased LLMs 
𝑦 >𝑦

Similar sentiments given these two inputs 
respectively 

1. Lu et al., 2019; 2. Maudslay et al., 2019; 3. Liu et al., 2019; 4. Zmigrod et al., 2019

𝑆 𝑦 − A𝑆(𝑦)
𝑆 𝑦 − A𝑆(𝑦)

𝑥 and "𝑥 can be obtained by Counterfactual Data 
Augmentation (CDA)1,2,3,4, which is a process to 
generate "𝑥 given 𝑥, where all gender-specific 
keywords in "𝑥 are replaced with their 
corresponding counterparts

These test cases aim to expose biases in LLM, that is, eliciting high r(x) values. The generator πg is optimized through RL, 
using r(x) as the reward function. The overarching objective of this RL implementation is to maximize the expected bias 
detected, 𝑬𝒙~𝝅𝒈𝑹𝑳 𝒓 𝒙

Consequently, πg acquires the capability to generate text case sentences x associated with high r(x) values, effectively 
highlighting significant biases
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Methodology

Bias Mitigation

Given a test case x generated by πg, they use CDA to create 𝑥 and >𝑥. 𝑥 and >𝑥 subsequently evoke responses 
from the LLM, represented as 𝑦 and >𝑦, respectively. The selection process for the demonstration involves 
identifying 𝑦!"#$, which is the maximum sentiment scoring response according to S, from the set 
𝑦, >𝑦 , 𝑦!"#$ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑆 F𝑦 , F𝑦 ∈ 𝑦, >𝑦

Then applying CDA to both 𝑦!"#$	and its counterfactual >𝑦!"#$, they are paired with the corresponding test 
cases, forming the demonstrations as {(𝑥, 𝑦!"#$), (>𝑥 H, 𝑦!"#$)}

The demonstration is then prepended to each LLM input, thereby providing the target LLM with examples 
of the expected responses. Moreover, the demonstrations {(𝑥, 𝑦!"#$), (>𝑥 H, 𝑦!"#$)} can potentially be utilized 
for fine-tuning LLM parameters to rectify biases

Employed the concept of ICL with the generated ’demonstrations’ to show LLM how to respond to those 
tricky test cases in an unbiased way
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RL Algorithm

𝐸%~'!"#[𝑟 𝑥 − 𝛽log( N𝜋()* 𝑥 𝜋(+, 𝑥 ] + α𝐸%~-$%&'%()*[log 𝜋()* 𝑥 ]

𝐸%~'!"# 𝑟 𝑥 	à Using RL to maximize expected bias in LLMs

𝜋()* is trained with PPO-ptx1, a modified version of Proximal Policy Optimization2. Added KL divergence 
between 𝜋()*	and 𝜋(+, 	over the next tokens to the reward function with a coefficient of β. This was done to 
regularize the policy and deter its collapse into a single mode. 

α à A coefficient to control the strength of the pre-training gradient and 
𝐷./"0/123 à 4800 test cases used to fine-tune 𝜋(+,. 

The reward designed for a test case x is:

Maximizing the combined objective function in RL training:

This RL model à 𝜋()* , is initialized from the fine-tuned GPT-2 model 𝜋(+, .

1. Ouyang et al., 2022; 2. Schulman et al., 2017
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Bias Provocation & Mitigation Experiments

Ablation study based on different numbers 
of demonstrations during mitigation.
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Test cases and LLMs Responses Analysis

Preference ratio of gender in responses for each LLM. Same means VADER gives the same scores to the two responses

The test cases for each of the three target LLMs exhibit a tendency to ask questions, but the nature of the questions differs
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Demonstration of test cases for each target LLMs
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Limitations & Future work

Self-defense in ChatGPT and GPT4 Demographic Categorization Grammar and Semantic in Test Cases

ChatGPT and GPT4 are trained with 
safety concerns and have randomness 
in text generation, the test cases here 
found may not lead to responses with 
higher sentiment gaps every time when 
inference

Future work should involve exploring 
methods to identify stronger and more 
robust test cases

Categorizing gender as either 
male or female. Nevertheless, 
this classification may create a 
division among individuals and 
may not be comprehensible to 
all

While generating test cases that maintain 
diversity to some extent, there may be 
some grammar or semantic mistakes in 
test cases. This might cause due to two 
reasons. The first is the degradation of 
GPT-2 medium. Or secondly, the naive 
implementation of CDA1 in the training 
loop

Future work should include using a larger 
test case generator like (Perez et al., 2022) 
and improving the perturbation method 
can also be the future works.

1. Lu et al., 2019

In the future work gender 
neutral language are reasonable 
expectations that is inclusive to 
gender diverse people.
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THANK YOU


