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The Hugging Face Hub: The GitHub of
Machine Learning

* What is Hugging Face Hub?

— The Hugging Face Hub is a platform with over 2M models, 500k
datasets, and 1M demo apps (Spaces), all open source and publicly
available, in an online platform where people can easily collaborate

and build ML together.

e How to access it?

— Link: https://huggingface.co



The Hugging Face Hub: The GitHub of
Machine Learning

e What can we find on the Hub?
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The Hugging Face Hub: The GitHub of
Machine Learning
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Tasks in Hugging Face

* Hugging Face is the home for all Machine Learning tasks.
— Natural Language Processing: Text Classification, Text Generation, ...
— Computer Vision: Image Classification, Text-to-Image, Object Detection, ...

Compatible libraries

. Any-to-Any & Transtormers

Any-to-any models can understand two or more modalities and output two or more
o Any-to-Any demo
modalities
et is defined for this task.

No example v

Note

Inputs Output

Generated Text
The place in the picture is Osaka

# Models for Any-to-Any  Browse Models (7,789)

Castle, located in Osaka, Japan.

% Qwen/Qwen2.5-0mni-78
Osaka Castle

historic castle that

was originally built in the 16th

ry by Toyotomi Hideyoshi, a Note
Text Prompt werful warlord of the time. It is
What is the significance of this one of the most famous landmarks ® OmniGen2/0mniGen2
place? Any-to-Any in Osaka and is known for its
Model distinctive white walls and black sists
roof tiles. The castle has been
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About Any-to-Any

PKU-Alignment/align-anything

Use Cases
Note

Embodied Agents

Any-to-any models can help embodied agents operate in multi-sensory environments, such as

https : //huggingface. CO/taS kS video games or physical robots. The model can take in an image or video of a scene, text

prompts, and audio, and respond by generating text, actions, predict next frames, or generate
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Hugging Face: Datasets

* Let’s use Align-Anything Dataset as an example

Datasets: @ PKU-Alignment align-anything O
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Hugging Face: Datasets

How to load datasets from Hugging Face?

— Start by installing @ Datasets:  pip install datasets

— Load the dataset by providing the load dataset() function with the

dataset name, dataset configuration, and dataset split:

from datasets import load_dataset

train_dataset = load_dataset('PKU-Alignment/align-anything', name="'text-to-text')['train']

val_dataset = load_dataset('PKU-Alignment/align-anything', name="'text-to-text')['val']

train_dataset = load_dataset('PKU-Alignment/align-anything',name="'text-image-to-text')['train']

val_dataset = load_dataset('PKU-Alignment/align-anything', name='text-image-to-text')['val'l]


https://huggingface.co/docs/datasets/v4.2.0/en/package_reference/loading_methods#datasets.load_dataset
https://huggingface.co/docs/datasets/v4.2.0/en/package_reference/loading_methods#datasets.load_dataset

Hugging Face: Datasets

* How to load datasets from Hugging Face?

— Another example with no dataset configuration

>>> from datasets import load_dataset

>>> dataset = load dataset("cornell-movie-review-data/rotten tomatoes")
DatasetDict (i
train: Dataset(3
features: ['text', 'label'],
num_rows: 8530
)
validation: Dataset(i
features: ['text', 'label'],
num_rows: 1066
£)
test: Dataset(4
features: ['text', 'label'],
num_rows: 1066
1)
)



Hugging Face: Datasets

How to read instances from the loaded dataset?

Indexing by row

>>> dataset[0]
i'label': 1,

'text': 'the rock is destined to be the 21st century\'s new

conan and that he\'s going to make a spl

— Indexing by column

>>> dataset["text"]

['the rock is destined to be the 21st century\'s new " conan " and that he\'s going to make a splash ever
'the gorgeously elaborate continuation of " the lord of the rings " trilogy is so huge that a column of
'effective but too-tepid biopic',

'things really get weird , though not particularly scary : the movie is all portent and no content .']

— Slicing

>>> dataset[:3]
i'label': [1, 1, 11,

'text': ['the rock is destined to be the 21st century\'s new

conan " and that he\'s going to make a s|
'the gorgeously elaborate continuation of " the lord of the rings " trilogy is so huge that a column oi

'effective but too-tepid biopic']?
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Hugging Face: Models
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Hugging Face: Models

* Let’s check what a Hugging Face model has

Follow ® Meta Llama

= meta-llama Llama-2-7b-hf ™ ]G like

[ Text Generation @ Transformers () PyTorch & Safetensors @ English llama facebook

# Model card I= Files and versions =< xet

! Gated model You have been granted access to this model

Llama 2

Llama 2 is a collection of pretrained and fine-tuned generative text models ranging in scale from 7
billion to 70 billion parameters. This is the repository for the 7B pretrained model, converted for the

Hugging Face Transformers format. Links to other models can be found in the index at the bottom.

Model Details

Note: Use of this model is governed by the Meta license. In order to download the model weights and

tokenizer, please visit the website and accept our License before requesting access here.

Meta developed and publicly released the Llama 2 family of large language models (LLMs), a
collection of pretrained and fine-tuned generative text models ranging in scale from 7 billion to 70
billion parameters. Our fine-tuned LLMs, called Llama-2-Chat, are optimized for dialogue use cases.
Llama-2-Chat models outperform open-source chat models on most benchmarks we tested, and in
our human evaluations for helpfulness and safety, are on par with some popular closed-source
models like ChatGPT and PaLM.

Model Developers Meta

Variations Llama 2 comes in a range of parameter sizes — 7B, 13B, and 70B — as well as pretrained

and fina_tuinad variatinne

meta

llama-2

@ text-generation-inference

rxiv:2307.09288 = nse: llama2

Libraries

€ Train v % Deploy

Transformers

Downloads last month
1,408,197

£ Safetensors Modelsize 7Bparams  Tensortype F32 - F16

+ Inference Providers new

[ Text Generation

2 Model tree for meta-1lama/Llama-2-7b-hf

Adapters
Finetunes
Merges

Quantizations

B Spaces using meta-1lama/Llama-2-7b-hf 1

2 Files info

2351 models
1091 models
9 models

70 models

% eduagarciafopen_pt_llm_leaderboard % Intel/low_bit_open_llm_leaderboard

& vectarafleaderboard E |llia56/Ask-Al-Youtube

& n speakleash/open_pl_llm_leaderboard ® Norod78/0penELM_3B_Demo

¥ logikon/open_cot_leaderboard

@& sparse-generative-aifopen-moe-llm-leaderboard

Notebooks
€0 Google Colab

k Kaggle

74

Local Apps

[ vLLM

v View all local apps

(z Browse Quantizations for consumer
hardware-ready versions of this model.



Hugging Face: Models

* Let’s check what a Hugging Face model has

xmeta-llama Llama-2-7b s

[» Text Generation % Transforme "architectures": [

"LlamaForCausallLM"

1,
# Model card *I= Files and ver "bos_token_id": 1,
"eos_token_id": 2,
"hidden_act": "silu",
"hidd ize": 4096,
P mainv  Llama-2-7Tb-hf 27 ¢ aden stee

"initializer_range": 0.02,
"intermediate_size": 11008,
‘ osanseviero Update README "max_position_embeddings": 4096,
"model_type": "llama",
"num_attention_heads": 32,
"num_hidden_layers": 32,
"num_key_value_heads": 32,
"pretraining_tp": 1,
"rms_norm_eps": le-05,
"rope_scaling": null,
"tie_word_embeddings": false,
"torch_dtype": "floatle",

.gitattributes - safe

LICENSE txt

README.md - safe

Responsible-Use-Guide.

USE_POLICY.md - 52

[ config.json - safe ]'
¥

generation_config.json - safe

"use_cache": true,
"vocab_size": 32000

model-00001-0f-00002.safetensors
model-00002-0f-00002.safetensors

model.safetensors.index.json

pytorch_model-00001-0f-00002.bin

pytorch_model-00002-0f-00002.bin

pytorch_model.bin.index.json - safe

special_tokens_map.json - safe

_name_or_path": "meta-llama/Llama-2-7b-hf",

"transformers_version": "4.31.0.dev0",

llama-2

[«

[«

@ text-generation-inference

Q_ Gotofile Ctrl+K
Squashing commit
Squashing commit

Update README.md

nit

Squashing commit

Update config

Update generation_config.json
ng commit
Squashing commit

Squashing mit

ausallM

Upload LlamaF
Upload LlamaForCausallM
Upload LlamaForCausallM

Upload tokenizer

arxiv:2307.09288

& License: llama2

<7 Deploy ~ [ Use this model

& Train ~

ﬂ, 3’ 7 contributors

® History: 36 commits

over 1 year ago
about 2 years ago
about 2 years ago

over 1 year ago
about 2 years ago
about 2 years ago
about 2 years ago
about 2 years ago
about 2 years ago
about 2 years ago
about 2 years ago
about 2 years ago
about 2 years ago
about 2 years ago

about 2 years ago



Hugging Face: Models

* How to use Hugging Face models?

— Install necessary packages such as torch and transformers

— Use from_pretrained() to load the weights and configuration file

from the Hub into the model and preprocessor class.
from transformers import AutoModelForCausallM, AutoTokenizex

model = AutoModelForCausallM.from_pretrained("meta-1llama/Llama-2-7b-hf", dtype="auto", device_map="auto")

tokenizer = AutoTokenizer.from pretrained("meta-1llama/Llama-2-7b-hf")

— For text inputs, we can tokenize the text and return PyTorch tensors

with the tokenizer.

model_inputs = tokenizer(["The secret to baking a good cake is "], return_tensors="pt").to(model.device)


https://pytorch.org/get-started/locally/
https://huggingface.co/docs/transformers/en/installation
https://huggingface.co/docs/transformers/main/en/main_classes/model#transformers.PreTrainedModel.from_pretrained

Hugging Face: Models

* How to use Hugging Face models?

— For inference, pass the tokenized inputs to generate() to generate

text. Decode the token ids back into text with batch decode().

generated_ids = model.generate(**model_inputs, max_length=30)
tokenizer.batch_decode(generated_ids) [0]

'<s> The secret to baking a good cake is 100% in the preparation. There are so many recipes out there,’

— We may also use the Pipeline as a high-level helper

from transformers import pipeline

pipeline = pipeline(task="text-generation", model="google/gemma-2-2b")
pipeline("the secret to baking a really good cake is ")

[ 'generated_text': 'the secret to baking a really good cake is 1. the right ingredients 2. the'%]


https://huggingface.co/docs/transformers/v4.57.1/en/main_classes/text_generation#transformers.GenerationMixin.generate
https://huggingface.co/docs/transformers/v4.57.1/en/internal/tokenization_utils#transformers.PreTrainedTokenizerBase.batch_decode
https://huggingface.co/docs/transformers/v4.57.1/en/internal/tokenization_utils#transformers.PreTrainedTokenizerBase.batch_decode
https://huggingface.co/docs/transformers/v4.57.1/en/main_classes/pipelines#transformers.Pipeline

Hugging Face: Models

Always check the model card for recommended model usage

model_id = "meta-1llama/Meta-Llama-3-8B-Instruct”

pipeline = transformers.pipeline(
"text-generation”,
model=model id,
model_kwargs={"torch_dtype": torch.bfloatil6},

device_map="auto",

(messages = )
i"role": "system", "content": "You are a pirate chatbot who always responds i

1"role": "user", "content": "Who are you?"%,

\ Y,

ﬁ:erminators = [ \
pipeline.tokenizer.eos_token_id,

pipeline.tokenizer.convert_tokens_to_ids("<|eot_id|>")

\ Y,

outputs = pipeline(
messages,
max_new_tokens=256,
eos token id=terminators,
do_sample=True,
temperature=0.6,
top_p=0.9,
)
print(outputs[0]["generated text"][-1])



Hugging Face: Spaces

* Hugging Face Spaces offer a simple way to host ML demo apps.

‘ Spaces - The Al App Directory
*4 Ask anything you want to do with Al

= o 7Y

Image Generation Video Generation Text Generation

& Spaces of the week < 130ct2025
Running on A1600

agentflow #

Generate solutions to complex queries step-by-step
@ AgentFlow 5 days ago

Running on % ZERO

Library Card Metadata Extractor &

Extract metadata from library catalog card images

@ davanstrien 9 days

Language Translation

A8 € &

Speech Synthesis 3D Modeling

Running

Granite Docling 258M WebGPU &

Convert document images to HTML
ibm-granite 9days ago
Running on % ZERO

DreamOmni2 Gen ¥

Multimodal Instruction-based Editing and Generation

@ wcy1122 5 days ago

Object Detection

T8

J

Text Analysis Image Editing

Running

Qwen3 VL Demo &

Chat with an Al assistant using text and images
3¢ Qwen

Running on % ZERO

Talk2DINO =
Demo of Talk2DINO, model presented at ICCV 2025.

 lorebianchi9s

Code Generation

Filter by name

+ New Space 4+ GetPRO ® Learn more
0
O th >

Question Answering Data Visualization

< Filters (0 1! Sort: Relevance

Running

Emoji Generator 4
Translate text to emojis with Gemma 3 270M running on-
device

google 7days ago

Running on % ZERO

DiT360 ¥
DiT360: A High-Fidelity Panoramic Image Generation
Framework

0-Research




Hugging Face: Spaces

* Let’s try a space for the text generation task

# huggingface-projects/1lama-2-7b-chat © <like 478 Runningon ZERO + 1 s App = Files xxet 3 Community €

Llama-2 7B Chat

This Space demonstrates model Llama-2-7b-chat by Meta, a Llama 2 model with 7B parameters fine-tuned for chat instructions. Feel free to play with it, or duplicate to run generations without a queue! If you want to run your own service, you can also

deploy the model on Inference Endpoints.

£ For more details about the Llama 2 family of models and how to use them with transformers, take a look at our blog post.

“\ Looking for an even more powerful model? Check out the 13B version or the large 70B model demo.

& Chatbot < I

The secret to baking a good cake is

There are several secrets to baking a good cake, but here are some key factors that can help you achieve success:
1. Use high-quality ingredients: Using fresh and pure ingredients will result in a better-tasting cake. Choose unsalted butter or vegetable oil for the best flavor and texture.
2. Measure ingredients accurately: To ensure consistency and even cooking, measure your ingredients carefully using a digital kitchen scale or measuring cups.

3. Don't overmix the batter: Mixing the batter too much can result in a dense, tough cake. Mix the wet and dry ingredients separately until just combined, then gently fold them together.

4. Control the oven temperature: Keep your oven at the correct temperature (usually around 350°F) to prevent overcooking or undercooking. An oven thermometer can help you monitor the temperature.

5. Bake for the right amount of time: The baking time will depend on the size and type of cake you're making, as well as the altitude where you're baking. Check the cake frequently during the baking time to
avoid overcooking.

6. Don't open the oven door too often: Opening the oven door too many times can cause the cake to sink or not bake evenly. Try to limit opening the door to check the cake only once or twice during the entire
baking time.

7. Let the cake cool completely: Resist the temptation to cut into the cake as soon as it comes out of the oven. Allowing it to cool completely before serving will help it retain its moisture and structure. v

The secret to baking a good cakeis| >



Hugging Face: Spaces

* We can try more spaces with different models for various tasks!

i@ Sora-2 Text-to-Video Generator

Generate stunning videos using OpenAlI's Sora-2 model

Built with anycoder

(v Generated Video

Enter your prompt

A catis surfing on the waves.

| 4
Generate Video

Status

2 Video generated successfully!
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