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What is NLP

* Wiki: Natural language processing (NLP) is a field of
computer science, artificial intelligence, and
computational linguistics concerned with the
interactions between computers and human
(natural) languages.

Huttese - Lesson 1
blastoh = blaster
gopptula = ransom
~ moulee-rah = money |
jujiminmee = kidnap
tonta tonkal = tentacles up!

S
Wa wanna coe moulee rah? |4l

= hen can | expect payment?

¥ . 2
3 N
\ = P
4 Z
» o
4 : y b
- \ ) .
-
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NLP is all around us

What we say to dogs

——————————

e I’:— I “Ta }m?\
7 , mger. Tve i

/"%)10.:%; putof the qareage ! /_)
ﬂrﬂorsﬁan (Fnger ,’-’5,7) [iu/

o f the garbage, orelse. - I;?
b = \

— T~

* [dentify the structure and meaning of words, sentences, texts
and conversations

* Deep understanding of broad language

1/23/2025 Yanjun Qi/ UVACS 5
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X (Spanish text) ---—---—---> Y (English text)
Machine translation

Go gle buenas noches L H
All Images Shopping Apps Videos More ~ Search tools
About 20,800,000 results (0.54 seconds)
Spanish~ 4 « English~ D
buenas noches Goodnight
3 more translations
Open in Google Translate
1/23/2025 Yanjun Qi/ UVACS 6
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X (text) — -------—--- > Y (positive / negative)

Sentiment/Opinion Analysis

twitrratr

SEARCH

SEARCHED TERM POSITIVE TWEETS NEUTRAL TWEETS NEGATIVE TWEETS TOTAL TWEETS

starbucks 708 4495 234 5437

13.02% POSITIVE 82.67% NEUTRAL 4.30% NEGATIVE

k i feel dumb.... apparently | was | like how that girl @ starbucks @macoy §08 throat from the dark
[% meant to 'dm' for the starbucks [% tonight let me stand in line for 10 [% roast cheesecake? @rom have

competition! | guess its late ;) i mins w/ another dude in front of you tried the dark roast

would have won too! (view) me, before saying "oh. I'm cheesecake at starbucks? its my

s | closed..” (view) addiction for the week (view)

sleep s0 i can do a ton of .

darkroom tomorrow | have to Tweets on 2008-10-23: Sitting in «..i'm really really thinking about

| resist the starbucks though if | /“szmu.mmngVMuw [B  not showing up for work

want enouggh money for the bus twil writing a sermon about the pure in tomorrow...or ever again...god i'm

(view) heart.. http:/Ninyurl.com/57zx2d so pissed... /a8 starbucks (view)

1/23/2025 Yanjun Qi/ UVACS 7

Credit: kaiwai Chang



X (English text) --------—--> Y (Spam/Not)

Text Classification

BIDNESS "The page at htt;;,/ ,;’;aiil.googie.comg‘ A Says:

Did you mean to attach files?

‘ou wrote "is attached" in your message, but there are no files

attached. Send anyway?
OK |

- & More ~ 1-210f21 < > o B0

. Social EEED Promotions ELED Updates

[ ]
Q T ‘= Google+ % Google Offers, Zagat o Google Play *
James, me (2) Hiking trip on Saturday - Yay - so glad you can join. We should leave from | 3:14 pm
Hannah Cho Thank you - Keri - so good that you and Steve were able to come over. Thank you 3:05 pm
N Tmrs D icmalo o im e QahAnl Ilhmaaming canhanl arnnfaranman datas Halla AvrAamrAana A frur nannla haoa WWW-MVA';eg.;Qom

1/23/2025 Yanjun Qi/ UVACS 8
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ChatGPT 40 X (English query text) -—--—------> Y (English text) = 4, share

what is the status of genAl for education?

Question

answe r| N g ®  The use of generative Al (GenAl) in education has been rapidly expanding and

evolving. Here's an overview of its current status and trends as of 2025:

1. Applications of GenAl in Education

¢ Personalized Learning:

e Adaptive learning platforms powered by GenAl customize lessons,

resources, and assessments based on individual student needs.

e GenAltools, like tutors, proviCl' eal-time feedback, explanations, and

A N Tt PPN I AN

Message ChatGPT

038 ® (n)

ChatGPT can make mistakes. Check important info.

lmmvimnmavla inmama mtmal At A

Yanjun Qi/ UVA CS 1/23/2025 9



X (English query text + DB) ----——----> Y (English text)

Dialog Systems

o4 ol T -

Q_ what are the differences between tra.. ©,

[N

Rufus "

what are the differences between trail and road
running shoes

Trail running shoes are designed for off-road
terrain and provide extra traction, stability, and
protection compared to road running shoes. Road
running shoes have a smoother, lighter
construction optimized for paved surfaces.

Trail Running Shoes

Trail shoes have aggressive tread with deep
lugs to grip uneven terrain and absorb shock
from rocks, roots, and bumps, They have a
sturdy construction with reinforced midsoles
and uppers to protect feet from debris.

Road Running Shoes

Road shoes have a . ", smooth sole with

| traad far i e ~n

Ask a follow-up question

(&)

\Y =

46

8

94 il T -

Q what are good gifts for valentine’s day g 0

Rufus ™

) what are good gifts for valentine’s day

. Valentine's Day is a special occasion to express
love and affection to your significant other. When
choosing a gift, consider their interests,
personality, and your relationship. Here are some
common options for you:

Search
Flowers

Roses are a classic Valentine's Day gift. You
can choose a single red rose or a bouquet.
Local florists often have special Valentine's
Day flower arrangements.

Search
Chocolates

Chocolate is another traditional gift for
Valentine’s Day. Loo* for high-quality
chocolates from a+ ¥ .alty shop. Boxes of
assorted chocolates or chocolate covered

Ask a follow-up question @,
\Y =
[ =

Gift shop

Items such as caps, tshirts, sweatshirts and other miscellanea such as buttons and

mouse pads have been designed. In addition, merchandise for almost all of the

projects is available.

Hi. I'm your automated online
assistant. How may | help you?

| Ak ]

[CD or DVD

[There is a
jseries of

[CD=/DVDs with

lselected

[Wikipedia content being
preduced by Wikipedians and
S0OS Children.

|Dowwnloading
Downloading content from
[Wikipedia is

ffree of charge.
lAll text content
is licensed

under the GNU

Free

Documentsation License

{GFDL). Images and other files are available under different terms, as detailed on
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X (English query text + context Text ) ---------- > Y (English text)

Language Comprehension

Christopher Robin is alive and well. He Is the same
person that you read about in the book, Winnie the Pooh.
As a boy, Chris lived in a pretty home called Cotchfield
Farm. When Chris was three years old, his father wrote
a poem about him. The poem was printed in a magazine
for others to read. Mr. Robin then wrote a book

* Q: who wrote Winnie the Pooh?
* Q: where is Chris lived?



X (English query text + API list) -----—---- > Y (API calls)

Natural language instruction

Will it rain tomorrow? Set an alarm for eight am

How many teaspoons
are in a tablespoon?

Play music by
Bruno Mars

Wikipedia: Abraham

| '.'Ili,'('_)l'l?

Add gelato to my
shopping list

When is
Thanksgiving?

Play my “dinner party”
p,,c.)VhSr

What's the weather in Add "make hotel reservations”
L.os Angeles this weekend? to my to-do list

Alexa / Siri / many more !

1/23/2025 Yanjun Qi/ UVACS
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Challenges — ambiguity

* Pronoun reference ambiguity

1/23/2025

Dr. Macklin often brings his
dog Champion to visit with
the patients. He just loves to
give big, wet, sloppy kisses!

Credit: http://www.printwand.com/blog/8-catastrophic-examples-of-word-choice-mistakes

Yanjun Qi/ UVACS
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X (English query text + API list) -----—---- > Y (API calls)
More on natural language instruction
Digital personal assistant

wil_Bell & - 10:53 AM

¢¢ Meet with my wife at
noon tomorrow %

OK, | set up your meeting for
tomorrow.

® Meeting with Kellie... |

Confirm

* Entity linking — “my wife” = “Kellie” in the phone book

credit: techspot.com

* Semantic parsing — understand tasks

1/23/2025 Yanjun Qi/ UVACS 14



Challenges — language is not static

* Language grows and changes
* e.g., cyberlingo

LOL

G2G

BFN

B4N

ldk

FWIW
LUWAMH

1/23/2025 Yanjun Qi/ UVACS 15
Credit: kaiwai Chang



Challenges — scale

* Before GPT era example datasets:
* Bible (King James version): ~700K
Penn Tree bank ~1M from Wall street journal
Newswire collection: 500M+
Wikipedia: 2.9 billion word (English)
Web: several billions of words

e GPT-4 was pre-trained on:

* Roughly 13 trillion tokens, which is roughly 10 trillion words
* CommonCrawl and RefinedWeb

» 2 epochs for text-based data and 4 epochs for code-based data
e ~25,000 Nvidia A100 GPUs over 90-100 days



Today: Neural Network Models on 1D Grid / Language Data
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Text Segmentation

Part of Speech Tagging
Named Entity Extraction
ClaSSiC NLP Pipe“ne Event and Concept Tagging
CO m p one ntS fO r Word Sense Disambiguation

Understanding Text Syntactic Parsing

Semantic Parsing
Co-reference Resolution

Custom Relation Extraction

Event Extraction O

RDF/RDBMS
STORAGE
N

1/23/2025 Yanjun Qi/ UVACS 18
Credit: kaiwai Chang
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Part of speech tagging

WORDS TAGS
the

waiter

cleared | S
the/‘/ >

plates | | VERB
from \
the \  NOUN

table :

1/23/2025 Yanjun Qi/ UVACS



Syntactic (Constituency) parsing

S
‘2"
Fruit ﬂJ hke Déffﬂhhh

| f

a banana

1/23/2025 Yanjun Qi/ UVACS



Syntactic structure => meaning

1/23/2025

Correct analysis

VP
/ NP
ey
PP
v N b e Y Y
eat sushi  with tuna eat sushi with tuna
VP
VF'/ \FP

v NP P~ NP A

eat sushi with chopsticks eat sushi with chopsticks

Incorrect analysis

VP PP m
v~ NP P~ NP
eat sushi with tuna eat sushi with tuna

VP
/ NP
7 PP
v NP P~ “NP Y Y

eat sushi with chopsticks eat sushi with chopsticks

Yanjun Qi/ UVA CS
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Dependency Parsing

hearing is  scheduled on

1/23/2025

Yanjun Qi/ UVACS

PU

PC

the

N

18811

today

22



Semantic analysis

* Word sense disambiguation
* Semantic role labeling

Purpose
Source

I
Australia to

I
Education
;[he pianoI at }:he Royal College of MusicI

Subject
Institution

Credit: Ivan Titov

Departing
left

Student

1/23/2025 Yanjun Qi/ UVACS 23



Information Extraction

e Unstructured text to database entries

New York Times Co. named Russell T. Lewis, 45, president and general manager of Its
flagship New York Times newspaper, responsible for all business-side activities. He was
executive vice president and deputy general manager. He succeeds Lance R. Primis,
who In September was named president and chief operating officer of the parent.

Person Company Post State

Mew York Times president and general | start
newspaper manager

Bussell T. Lewis

Mew York Times executive vice end
newspaper president

Bussell T. Lewis

Lance R. Primis

Mew York Times Co.

president and CEO

start

1/23/2025

Yanjun Qi/ UVACS
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Q: [Chris] = [Mr. Robin] ?

Christopher Robin is alive and well. He Is the
same person that you read about.in the book,
Winnie the Pooh. As a boyived In a
pretty home called Cotchfield Farm. When
Chris was three years old, his father wrote a

poem about him. The poem was printed in a
magazine for others to read. @pﬁ@then

wrote a book




Co-reference Resolution

Christopher Robin is alive and well. He Is the
same person that you read about In the book,
Winnie the Pooh. As a boy, Chris lived in a
pretty home called Cotchfield Farm. When
Chris was three years old, his father wrote a
poem about him. The poem was printed in a
magazine for others to read. Mr. Robin then
wrote a book

Yanjun Qi/ UVA CS



Statistical machine translation

Parallel corpora Monolingual corpora
' L _ —
. ] ] Good moming, Honourable Members. We will now start the
MOT_[O:\': PRESIDENT (i Cmmfles?}: Good mestmg. First of all, the motion on the "Appointment of the
moming, Honourable Members. We will now start Chief Tustice of the Court of Final Appeal of the Hong Kong

the meeting . First of all, the motion on the

Special Administrative n". Secretary for Tustice.

Translation Model Language Model

Puw(F = | morning) | Pim(honorable | good nmrning}'
"l “'l Translation

Decoding algorithm

Input

TR BALK
;J. 3 _113-!%%3

President: Good
morming, Honourable
Members.

I

T

1/23/2025 Yanjun Qi/ UVACS 27
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History of Representation Learning f() on
natural language

—_— Before Deep NLP (Pre 2012)
* (BOW / LSI / Topic LDA )

* Word2Vec (2013-2016)
* (GloVe/ FastText)

e Recurrent NN (2014-2016)
* LSTM
* Seq2Seq

 Attention / Self-Attention (2016 — now )
* Attention
* Transformer (self-attention, attention only)

 BERT / XLNet/ GPT-2 / T5
* GPT-3 /GPT-4/ .... Many newest

1/23/2025 Yanjun Qi/ UVACS
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Recap: Variable Length in Natural Language Data:

Y
This Food is not good. === [-] — I:Q

This wonderful book 1is -

a pleasure to read. ——
& =4\




Recap: The bag of words representation

| love this movie! It's sweet, but with satirical
humor. The dialogue is great and the
adventure scenes are fun... It manages to be
whimsical and romantic while laughing at the
conventions of the fairy tale genre. | would
recommend it to just about anyone. I've seen it
several times, and I'm always happy to see it
again whenever | have a friend who hasn't
seen it yet.




Recap: The bag of words representation

great

_I:( love

recommend

augh
Nappy

Rl R NN




BOW NOT Applicable to many NLP tasks:

* removes position information and
can not (or hard to) represent word
compositions

Y: French
Translation
X
- FRENCH SPANISH ENGLISH
: : — —
Thi s Foo d 1S gO Od . m Cette nourriture est bonne.

& all\

- FRENCH SPANISH ENGLISH
This Food 1is ver
y ‘ — Cette nourriture est trés trés bonne.
very good.
L F=4H\\

1/23/2025 Yanjun Qi/ UVACS 33




Roadmap : f() on natural language

» Before Deep NLP (Pre 2012)
* (BOW / LSI / Topic LDA)

> ° Word2Vec (2013-2016)
* (GloVe/ FastText)

* Recurrent NN (2014-2016)
* LSTM
* Seq2Seq

e Attention / Self-Attention (2016 — now )
* Attention
* Transformer (self-attention, attention only)

* BERT / XLNet/ GPT-2 / T5 ...

1/23/2025 Yanjun Qi/ UVACS
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How to Represent A Word in DNN

* Basic approach — “one hot

vector”
* Binary vector
* Length = | vocab |

* 1in the position of the
word id, the rest are O

* However, does not

represent word meaning

« Extremely high

dimensional (there are
over 200K words in the

English language)
« Extremely sparse

e Solution:

Distributional Word
Embedding Vectors

1/23/2025

A
man
°.
('} ‘~.~* woman
king ‘\, O
A
queen
Male-Female

Yanjun Qi/ UVACS

A
walked
,'/‘
. swam
O
walking
O o
swimming
Verb tense



Popular word embeddings

e GloVe (Global Vectors)

©)

Pennington et al., 2014

e fasttext

O

Bojanowski et al., 2017

However, Natural language is

* Variable-length

 Composition of multiple words

 Word meaning is contextual

e Elmo

©)

Peters, 2018

e BERT

©)

Devlin et al., 2018

"the film is palpable evil genius"”

(User Review X

------------------------------------------------

36



Roadmap : f() on natural language

» Before Deep NLP (Pre 2012)
* (BOW / LSI / Topic LDA)

* Word2Vec (2013-2016)
* (GloVe/ FastText)

=3 « Recurrent NN (2014-2016)
e« LSTM
* Seq2Seq

e Attention / Self-Attention (2016 — now )
* Attention
* Transformer (self-attention, attention only)

* BERT / XLNet/ GPT-2 / T5 ...

1/23/2025 Yanjun Qi/ UVACS
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Recurrent Neural Networks

* Allow us to operate over sequences of vectors (with variable length)

* Allow Sequences in the input, as the output, or in the most general case
both

® ® ® ® ()
KN P - oo
& ! ® ® - o

T
Recurrent Neural Networks have loops. An unrolled recurrent neural network.

Recurrent Neural Networks are networks with loops in
them, allowing information to persist.

Image Credits from Christopher Olah

1/23/2025 Yanjun Qi/ UVACS 38



Deep RNN in the 90’s

* Prof. Schmidhuber invented "Long short-term memory” — Recurrent
NN (LSTM-RNN) model in 1997

S P
® 9 ® Ve,

N i A et A

A > A > A > A > A | > Ea |

® ® © © 6 i

@ @ The repeating module in arlx LSTM contains four interacting

Sepp Hochreiter; Jirgen Schmidhuber (1997). "Long short-term memory". Neural Computation. 9 (8): 1735-1780.

Image Credits from Christopher Olah

1/23/2025 Yanjun Qi/ UVACS 39



Recurrent Neural Networks Got Popular

* Incredible success applying RNNs to language modeling and
sequence learning problems

Task Input Sequence | Output Sequence
Machine translation (Sutskever et al. English French

2014)

Question answering (Bordes et al. 2014) | Question Answer

Speech recognition (Graves et al. 2013) | Voice Text

Handwriting prediction (Graves 2013) Handwriting Text

Opinion mining (Irsoy et al. 2014) Text Opinion expression



LSTM

* "Long short-term memory” — Recurrent NN (LSTM-RNN)

>
ht — O'(WXt + Uht_l + b) — LSTM(Xt)
)
® ® T 1 1
T GTE T

T \/X®|\=
Al A A A A m§m° A

| ’ ]
C’g C’g Q‘g ) © ® ©

The repeating module in an LSTM contains four interacting

D— > —@

layers.

Sepp Hochreiter; Jirgen Schmidhuber (1997). "Long short-term memory". Neural
Computation. 9 (8): 1735-1780.

1/23/2025 Yanjun Qi/ UVACS 41
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RNN models dynamic temporal dependency

 Make fully-connected layer model each unit recurrently
 Units form a directed chain graph along a sequence
 Each unit uses recent history and current input in modeling

Traditional “Feed Forward” Recurrent Neural Network
Neural Network predict a vector at

/ each timestep

output output

hidden hidden

input input

http://cs231n.stanford.ed u/slides/




POS tagging (solved by CovNet or RNN-LSTM)

@]w[a book collector][happyj Ehe other daﬁ

Subject

Object

Bob - Noun Verb
made - Verb
Compound
Noun
a @)ookIcoIIector]
Modifies
a— Article

book — Adjective
collector — Noun

https://nlp.stanford.edu/software/tagger.shtml

Verb Verb
Modifier Modifier

made - Adverb

https://www.nltk.org/book/ch05.html

Compound
Adverb
[theIotherIday ]
Modifies

W5J Accuracy
CRF (Miiller et al., 2013) 97.30
Convnet (dos Santos and Zadrozny, 2014) 97.32
bi-LSTM (Ling et al., 2013) 97.36
bi-LSTM (Plank et al., 2016) 97.22
CNN (this work) 97.30

Table 2: Tagging accuracy on the WSJ test set.

http://cs231n.stanford.ed u/slides/


https://nlp.stanford.edu/software/tagger.shtml
https://www.nltk.org/book/ch05.html

RNN can models both input / output text

Anything requiring : :
long-range patterns Anything generative

e Question detection e Machine translation
e Natural language e Natural language
context generation
understanding e Question answering
* Entity e Skip-thoughts

disambiguation
e Sentence embedding

1/23/2025 Yanjun Qi/ UVACS 44
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Seq2Seq

* One RNN for input text
One RNN for output text

Awesome sauce
ZIL f—yT:
9 o
hl i =0 h2 ey —> '  E— '
0 0 @ &
o| W 0 K ®
—_ —_— | —
0 -> @
O 0
 —

Echt dick Kist ¥
¢ ke St Image credit : wildML



Seq2Seq architecture for Machine Translation

In machine translation, the
input is a sequence of words in
source language, and the
output is a sequence of words
in target language.

Encoder: An RNN to encode the
input sentence into a hidden

Two LSTMs for Machine
Translation (German to English)
Encoder LSTM (on Germany)
Decoder LSTM (on English)

~

state (feature)
/h h h
1 . 2 . 3 .
o | @
|—>0 &)

(0000 (eeee| (eceo]

!Echt dicke Kiste /

Awesome sauce \

Y1 Y

J

Decoder: An RNN with
the hidden state of the
sentence in source

language as the input
and output the

Encoder-decoder architecture for machine translation translated sentence

1/23/2025 Yanjun Qi/ UVACS
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Seq2Seq for more Sequence-to-Sequence
Generation Tasks

Given source sentences, learn an optimal model to
automatically generate accurate and diversified target
sentences that look like human generated sentences.

Seq2Seq

Source Sentence Target Sentence

\Yi[eYe[=]

* Paraphrase generation: “How did Trump win the
election?” — “How did Trump become president?”

* Dialogue generation: “You know French?” — “Sure do ...
my Mom's from Canada”

* Question answering: “What was the name of the 1937
treaty?” — “Bald Eagle Protection Act”

e Style Transfer: “Just a dum funny question hahahaha” —
“Just a senseless , funny question.”

1/23/2025 Yanjun Qi/ UVACS



one to many

Seq2Seq architecture can handle

many to one many to many
! P t 1
t t 1 TSI

\ e.g. Sentiment Classification
sequence of words -> sentiment

many to many

48



Seq2Seq architecture can handle

one to many many to one many to many many to many
t t 1 ‘ B t 1
t t t 1 BT WER

\ e.g. Machine Translation
seq of words -> seq of words

ENCODER Reply
™) Yes, . what's __ up? —  <END>

-

o L ® R LA % I 1! I pl I Mg I ,

| g . . ,

X >

BRI RIREN 15 IR

Jl-_.L /' L T JJ g S - JLK J.—‘& J

I I I l £ o J J ]
Are you free tomorrow? U <START

Incoming Email DECODER



Embedding of “stick” in “Let’s stick to” - Step #2

1- Concatenate hidden layers

L ]
5 T
LT TTTTTT]
. o o 1
2- Multiply each vector by ()
a weight based on the task w
I ¢ S
EEEEEEE x s b
0 R

3- Sum the (now weighted)
vectors

ELMo embedding of “stick” for this task in this context

contextual embedding

ELMo's embedding of a word given the

sentence is the concatenation of its
biLSTM's hidden states for the word.




History of Representation Learning :

natural language

» Before Deep NLP (Pre 2012)
* (BOW / LSI / Topic LDA)

* Word2Vec (2013-2016)
* (GloVe/ FastText)

* Recurrent NN (2014-2016)
* LSTM
* Seq2Seq

* Attention / Self-Attention (2016 — now )
* Attention
* Transformer (self-attention, attention only)

* BERT / XLNet/ GPT-2 / T5 ...

1/23/2025 Yanjun Qi/ UVACS
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Attention Trick

Input Output

Park

ondl

Input Mechanism

Park

52



Attention Trick:

Seq2Seq with Attention

state

Embedding used to predict output, and compute next hidden

Attention X Y z Q
B Emea:dec(ijing _T\ T/ | T
T~
o7
P T 1 P I
A C _ X Y z
Encc_)qer _ | f(input, h,) Decoder

1/23/2025 Yanjun Qi/ UVACS 5

Adapt from From NIPS 2017 DL Trend T
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The attention module gives us a weight for each input.

C1l is a weighted sum of the hidden encodings.
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We then repeat for future timesteps.
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History of Representation Learning :

natural language

» Before Deep NLP (Pre 2012)
* (BOW / LSl / Topic LDA)

* Word2Vec (2013-2016)
* (GloVe/ FastText)

* Recurrent NN (2014-2016)
* LSTM
* Seq2Seq

* Attention / Self-Attention (2016 — now )
* Attention
-3 « Transformer (self-attention, attention only)
 BERT / XLNet/ GPT-2 / T5 ...
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Self-attention creates attention layers mapping from a sequence to
itself.

The FBI is chasing a criminal on the run .

Mhe [BI is chasing a criminal on the run .

The BBI is chasing a criminal on the run .
The FBI # chasing a criminal on the run .
The FBI 1is chasing a criminal on the run.

The FBI 18 chasing a criminal on the run.

The FBI 1is chasing a criminal on the run.
The FBI # chasing a criminal @m the run.
The BBI is chasing @ criminal em the run.
The FBI 1is chasing a crimmnal on the rmun .




Transformer: Exploiting Self Attentions

e A Google Brain model.

Variable-length input

Fixed-length output (but typically extended

to a variable-length output)
No recurrence
Surprisingly not patented.

e Uses 3 kinds of attention

Encoder self-attention.
Decoder self-attention.
Encoder-decoder multi-head attention.
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Figure 1: The Transformer - model architecture.
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Original Transformer is Seq2Seq model
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Recap : f() on natural language

* Before Deep NLP (Pre 2012)
* (BOW / LSI / Topic LDA )

* Word2Vec (2013-2016)
* (GloVe/ FastText)

* Recurrent NN (2014-2016)
* LSTM
* Seq2Seq

 Attention / Self-Attention (2016 — now )
* Attention
* Transformer (self-attention, attention only)

==« BERT / XLNet/ GPT-2 / T5 ...

1/23/2025 Yanjun Qi/ UVACS
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THE BERT: Bidirectional
O, TRANSFORMER Encoder
__J Representations from
Transformers
Pre-trained C— BERT
transformer encoder J
for sentence
embedding

Notable pre-trained NLP models

Ys
Qg3 Qa3 D O O D | went to the store
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' ' ' Qg Qgg  Qugg Qg Qg
I ,@ .@ .@ ,@ ,@ bject of
/ epogition

k k, a3 'Ul Uy 'Us Uy
went to the store went to the store went to the store | went the store
Each input vector is linearly transformed Attention weights are normalized inner Outputs are weighted sums of value vectors After training, the attention weights can be

into query, key, and value vectors products of query and key vectors compared with linguistic annotations



BERT: Bidirectional Encoder Representations from Transformers.

[
ENCODER
e s e
ENCODER
ENCODER
2 3 4 *ee 512
| Help  Prince Mayuko

BERT

BERT's
architecture is
just a
transformer's
encoder stack.



Open Al's GPT-2: 1.5 billion parameters! Trained on 8M pages from reddit

As with BERT, you can use the pretrained GPT models for any task.
Different tasks use the OpenAl transformer in different ways.

Classification

Entaillment

Similarity

Multiple Choice

Start Text Extract ]—» Transformer = Linear
Start Premise Delim | Hypothesis | Extract Transformer [~ Linear
Start Text 1 Delim Text 2 Extract Transformer
= Linear
Start Text 2 Delim Text 1 Extract Transformer
Start Context Delim Answer 1 | Extract Transformer = Linear —
Start Context Delim Answer 2 | Extract Transformer (= Linear {
Start Context Delim Answer N | Extract Transformer = Linear —

GPT: generative pre-training,

GPT 's architecture is just a

transformer’s decoder stack.
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Today: Neural Network Models on 1D Grid / Language Data

Data: X

1

Task:y

1

Representation: : X, f()

1

Score Function: L()

1

Search/Optimization :
argmin()

1

Models, Parameters, metrics

1/23/2025

)
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X: 1D Grid Text

1

Y: Many possible Kinds,
e.g., 1D Grid Text

1

Word2Vec/ Recurrent / Tra nsformeri

!

Many self-supervised kinds,
e.g., skip-gram / mask LM

SGD / Backprop

1

weights, bias /
hyperparameters / Accuracy /
F1 / more metris



Many new loss formulation: e.g. ,
next token prediction

Language Model

£ B O

The prediction scheme for a traditional language model. Shaded words
are provided as input to the model while unshaded words are masked out.

Autoregressive Models

N
P(z;0) = | | Pznlz<n; 6)
n=1

e Each factor can be parametrized by 9 which can be shared.

e The variables can be arbitrarily ordered and grouped, as long as
the ordering and grouping is consistent.
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Many new loss formulation: mask token prediction

Word2vec: CBOW / SkipGram (Basic Word2Vec)

* Distributed representations of words and phrases and their
compositionality (NIPS 2013, Mikolov et al.)

* CBOW
* predict the input tokens based on context tokens

* SkipGram

* predict context tokens based on input tokens
w(t) w(t-2)  w(t-1) w(t+l)  w(t+2)

T e

sum

T f

w(t-2) w(t-1) w(t+1) w(t+2) w(t)

CBOW SkipGram



Predictions

Contextualized

embeddings
. BERT Is
qéx trained
G g just like a
S skip-gram
model.
Word
embeddings

Masked Input to
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Many new loss formulation

Encoder Decoder
PSR-

Auto Encoder (AE)

Minimize diff

|%- X|

/
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BERT : Pre-training of Deep Bidirectional Transformers for
Language Understanding (NAACL 2019, Devlin et al.)

* Denoising Auto Encoder

e [MASK]: a unique token introduced in the training process to mask some tokens
* Predict masked tokens based on their context information,

* Pre-train and fine-tune

* Intuition: representation should be robust to the introduction of noise
* Masked Language Model (MLM)

ﬁp Mask LM Ma‘s# LM \ /@ /MAD Start/End Spam
& ®
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BERT als s n n n u & .......b BERT
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Masked Sentence A P Masked Sentence B Question * Paragraph
k Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning




google-research

* proposes Sentence Order Prediction (SOP) task
to replace Next Sentence Prediction (NSP)

* in NSP, the negative next sentence is sampled
from other passages that may have different

ALBERT: A lite BERT  topics with the current one, turning the NSP

into a far easier topic model problem.

(2019; l—a neta | ) * in SOP, two sentences that exchange their

position are regarded as a negative sample,
making the model concentrate on the
coherence of the semantic meaning.

18 45
16| ====- BERT-large . 40| "0t BERT-large
14| —— ALBERT-large : £35 —— ALBERT-large
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Figure 1: The L2 distances and cosine similarity (in terms of degree) of the input and output embed-
ding of each layer for BERT-large and ALBERT-large.


https://github.com/google-research/albert

N 3 E3 £ 3

BERT

1 | ke | s [ more [ wasa [ coss

Language Model

The prediction scheme for a traditional language model. Shaded words
are provided as input to the model while unshaded words are masked out.

* Transformer-XL: Extra Long Transformer

XLNet (Generalized * Transformer uses fix length. So can not be too
autoregressive long range
u .g. | * So adding recurrence mechanism among
pretraining for la nguage segments + relative encoding scheme
understanding(Neur|PS * XLNetPLM: Permutation Language Model
2019, Yang et al.) * learning bidirectional contexts by
, .

permutation



qooqle_research [Presxdent Franklin <M> born <M> January 1882,

D. Roosevelt was <M> in]

Lily couldn't <M>. The waitress

had brought the largest <M> of believe her eyes <M
chocolate cake <M> seen. piece <M> she had ever
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| 5 . Eve n <M> orchard in Georgia.
[ ]

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training
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During pre-training, T5 learns to fill in dropped-out spans of text (denoted by <M>) from documents in C4. To apply T5 to

closed-book question answer, we fine-tuned it to answer questions without inputting any additional information or context.
This forces T5 to answer questions based on “knowledge” that it internalized during pre-training.

Corruption Corrupted
High-level Corruption rate span length
approaches strategies i i 8 A
4 L ) 3 ) 10% ?
anguage - J g P
modeling 9 Wik ! i b i A
- 4 15% 3
BERT-style R:Ff;‘s:e . 2\ > “
L J . J
( Fo f- N 25% 5
- L J o J
Deshuffling Drop p . p .
- 7 g 50% 10
_ J o > 72



https://github.com/google-research/albert

Long-Range Arena Score
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Various new transformer models
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Today Recap: Neural Network Models on 1D Grid / Language Data

Data: X

1

Task:y

1

Representation: : X, f()

1

Score Function: L()

1

Search/Optimization :
argmin()

1

Models, Parameters, metrics

1/23/2025
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X: 1D Grid Text

1

Y: Many possible Kinds,
e.g., 1D Grid Text

1

Word2Vec/ Recurrent / Tra nsformeri

!

Many kinds, e.g.,
Cross Entropy Loss

SGD / Backprop

1

weights, bias /
hyperparameters / Accuracy /
F1 / more metris
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