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Multimodal Large Language Models
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What are Multimodal Large Language Models (MMLMs)?

● MMLMs process and understand multiple types of input (text, images, 
etc.) 

● Combine a language model (LLM) with a vision encoder
● Enable capabilities like: 

○ Visual question answering 
○ OCR (reading text from images) 
○ Chart, table, and diagram understanding
○ Math and coding tasks with visual content 

● Ex: GPT-4V, Gemini 1.5, NVLM-1.0 
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Why are MMLMs Important?

● Combine the strengths of vision + language for richer understanding
● Enable “production-grade multimodality” – strong performance on: 

○ Vision-langauge tasks (e.g., OCR, VQA) 
○ Text-only tasks (e.g., math, coding) 

● Crucial for real-world applications: 
○ Document intelligence 
○ Assistive AI

● Ex: GPT-4o, Gemini 1.5, NVLM-1.0
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Architectures
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Decoder-Only Architecture

● Image -> Input tokens: 
○ Image passed through vision 

encoder -> image features 
○ Image features -> projector 

(MLP)
○ Projected image vectors + 

text tokens -> input token 
vectors
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Cross-Attention-Based Architecture

● Source modality: 
○ Keys (blue) -> attention scores
○ Values (red) -> content vectors

● Target modality: 
○ Queries (Green)

● Q x K^T -> attention scores 
(orange)

● Attention scores x V -> final 
cross-attended representation (teal 
block) 
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NVLM-1.0
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NVLM-1.0

● Developed by NVIDA to explore and improve MMLM architectures 
● Includes 3 versions: 

○ NVLM-D: Decoder-only 
○ NVLM-X: Cross-attention-based 
○ NVLM-H: Hybrid of both 

● Goals: 
○ Compare architectures under equal conditions 
○ Improve training efficiency and reasoning ability 
○ Support high-resolution image understanding 
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Qualitative Examples

14

● Demonstrates NVLM’s 
performance on diverse 
vision-language: meme 
interpretation, hardware 
comparison, scene 
understanding, handwritten code



Handling High-Resolution Images Efficiently

● High-res images (e.g. 1024x1024) -> huge token count -> expensive 
compute 

● Standard vision encoder (ViT) trained on small resolutions (224x224) 
● Solution: Dynamic Tiling + Tile Tagging 

○ Split large images into tiles (e.g., 224x224) 
○ Feed each tile into vision encoder independently 
○ Add 1-D tile tags (e.g., “Tile 1”, “Tile 2”) to preserve spatial context

● Reduces memory usage, improves OCR and visual reasoning 
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Tile Tagging

● Each tile: 448 x 448 
● Patch size by ViT = 14 x 14 
● 448/14 = 32 -> 32 x 32 = 1024 patches/tile 
● n x 1024 x d -> n x (32 x 32) x d 
● n x (32 x 32) x d -> n x (16 x 16) x 4d -> n x 256 x 4d
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NVLM: Models and Training Methods
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NVLM Models Overview
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NVLM-D: Decoder-Only Model

●
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Architecture
● All Tokens (text + image) go in the 

decoder 
● 2-layer MLP 

Training Process
1. Pretrain MLP with frozen LLM and 

encoder 
2. SFT: Fine-tune LLM + MLP; encoder 

remains frozen

Tile Tagging
● 1-D tile tags (<tile_1>)



NVLM-X: Cross-Attention Model

●
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Architecture
● Gated X-attention layers for visual 

tokens
● Visual features accessed by layer

Training Process
1. Pretrain: X-attn layers with frozen 

LLM + encoder
2. SFT: Unfreeze LLM (better task 

generalization)

Tile Tagging
● 1-D tile tags (<tile_1>), with 

X-attention masks



NVLM-H: Hybrid Model

Goal: Combine NVLM-D and NVLM-X
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Architecture
● Thumbnail tile: Decoder 
● Regular tiles: X-attention layers

Training Process: Same as others

Tile Tagging: Same as others



Comparison of Models 
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Feature NVLM-D NVLM-X NVLM-H

Visual Integration Unified in decoder Modular via X-attn Hybrid

Input Sequence Text + Tiles + 
Thumbnail

Text Text + Thumbnail

Gated X-Attention None All Images Tile Detail

Efficiency Slowest Fastest Balanced

Sequence Length Longest Shortest Medium

Training Complexity Simple Moderate Most Complex

Best Use Case OCR, documents Efficiency-focused General-Purpose



Training Data
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Goal: Learn vision-language alignment with captioning, OCR, math, and layout data

Multimodal Pretraining Data

26

● Use high quality datasets 
● Prioritize quality over scale 
● Ablation result: curated 

pretraining data leads to 
+3.3 point gain



Goal: Teach model to follow instructions and solve diverse multimodal tasks

Multimodal Supervised Fine-Tuning 
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● Covers 8+ task types
○ VQA, captioning, OCR, 

math, scientific 
diagrams, charts, tables

● Used GPT-4o to refine 
responses



Goal: Prevent text degradation and enhance coding/math/text reasoning

Text-Only Supervised Fine-Tuning 
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● Datasets include ShareGPT, 
OrcaMath, WizardCoder, 
CodeFeedback

● Used GPT-4o to refine 
responses

● Manual filtering 



Results
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Key Results Summary
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Model Key Strengths

D OCR, document QA

X Efficient, high-res 
handling

H Reasoning + multimodal 
general



NVLM Specialties

● Maintains language performance post multimodal training 
● Outperforms GPT-4o and Claude 3.5 on key benchmarks 
● Models for different priorities 

○ D = best OCR
○ X = fastest 
○ H = most balanced 

● Open contributions
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Why Multimodal Generation Matters
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Human interaction with the world is inherently multimodal: vision, language, audio, and spatial 
perception. To simulate or generate real-world experiences, AI must process and generate 
multiple modalities, not just text.

● Large Language Models (LLMs) like GPT-4 
and LLaMA have revolutionized text 
generation and understanding

● There’s a growing shift toward extending 
LLMs beyond text to unify generation across 
images, videos, 3D content, and audio

● Example: Sora by OpenAI - a recent 
foundation model capable of generating 
realistic videos - yet it lacks multimodal 
comprehension or output in other domains 
like 3D or audio

Advancements in diffusion models, alignment models (e.g., CLIP, T5), and training on massive 
datasets have enabled breakthroughs in multimodal generative AI

Prompt: “Give me 
an image of two 

UVA students giving 
a presentation 

outside Rice Hall 
(UVA)



Scope and Contribution of the Survey
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Scope Contribution

● First comprehensive survey on LLMs 
applied to multimodal generation and 
editing (beyond understanding)

● Categorizes methods based on LLM 
roles (e.g., planner, evaluator, labeler, 
backbone)

● Compares pre-LLM vs. post-LLM 
generative techniques

● Explores AI safety, emergent 
applications, and future prospects of 
LLM-driven generative systems

Focused on language-guided multimodal 
generation and editing

Emphasis on open-domain generation and 
LLM-based methods

Images Videos

3D ContentAudio



Foundations of Generative Models
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Generative models are those that can learn to generate data (images, audio, etc.) resembling a 
target distribution

● Generative Adversarial Networks (GANs)
○ Two-player game: Generator vs. 

Discriminator
○ Strength: sharp images; Weakness: blurry 

outputs
● Variational Autoencoders (VAEs)

○ Encoder-decoder architecture
○ Strength: latent space structure; Weakness: 

blurry outputs
● Flow-based Models

○ Invertible transformations with exact 
likelihood

○ Strength: exact sampling; Weakness: less 
expensive

● Diffusion Models
○ Add noise -> learn to denoise
○ Strength: stability and high-quality outputs

● Autoregressive Models
○ Predict next token/frame given the past
○ Strength: good for text/audio sequences; 

Weakness: slow generation



Architecture of Multimodal LLMs (MLLMs)
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● What are MLLMs?
○ LLMs extend to handle text, image, 

video, and audio
○ Use modality encoders/decoders 

and token projectors
○ Enable generation + editing across 

modalities
● Core Components

○ LLM Backbone: Central reasoning 
engine (GPT4, LLaMa)

○ Modality Encoders/Decoders: 
Specialized for vision/audio/etc.

○ Input/Output Projectors: Bridge 
modality tokens with LLM tokens

● Example
○ A user gives a prompt like “Edit this 

image to make it sunny.”

Image 
Encoder

Video 
Encoder

Audio 
Decoder

Input Projector

LLM Backbone

Output Projector

Image 
Decoder



From Text to Image - Evolution of T2I
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Early Image Generation (2013-2020)
- Focused on single-domain outputs (faces, 

bedrooms, etc.)
- Powered by GANs, VAEs, and early diffusion 

models
- Limited to fixed categories and styles

Open Domain Generation (2021-2022)
- Introduction of text-guided generation (e.g., DALL-E, 

Latent Diffusion Models)
- Leveraged CLIP-style alignment for better 

prompt-image correction
- Enabled diverse, creative outputs from natural 

language

LLM-Powered Interactive Generation (2023-Present)
- LLMs improve prompt synthesis, layout planning, 

dialog-based generation
- Enable interactive, multi-round image creation (e.g. 

DALL-E, DreamLLM, SEED-LLaMA)
- Use MLLMs to unify image and text generation



Image Editing with LLMs
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Prompt-to-Edit
Edit the image to 

change the car to a 
convertible

Instruction-based
Replace the car with a 
convertible. Also, add a 

picnic basket on the 
grass

LLMs enable instruction following: edit images based on natural language commands

Support multi-turn interactions, detailed requests, and contextual reasoning

Benefits
- Better semantic understanding

- Fine-grained control over regions and objects
- More human-aligned editing workflows



How LLMs Improve Image Generation
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1. Layout Planning
a. LLMs reason about spatial relationships
b. Generate structured layouts

2. Prompt Synthesis and Refinement
a. Generate or enhance detailed and 

expressive prompts
b. Improve alignment with user intent and 

model quality
3. Image Quality Evaluation

a. LLMs assess semantic alignment and 
aesthetic quality

b. Used to score outputs or fine-tune 
generation models

4. Iterative Generation and Feedback
a. LLMs suggest layout or prompt changes 

based on model output
b. Enable interactive refinement loops
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Generating Videos with LLMs
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Multimodal LLMs for Video Generation:

● VideoPoet: Generates consistent 
videos using autoregressive 
transformers and multimodal data

● MAGVIT-v2: Tokenizes videos to 
improve compression and 
generation quality

Video Layout Planning with LLMs:

● VideoDirectorGPT: Plans video 
scenes by generating bounding 
boxes for object placement

● FlowZero: Creates dynamic scene 
syntax, enhancing motion and 
spatial consistency

Temporal Prompt Generation:

● DirecT2V: Converts a single 
prompt into frame-by-frame 
instructions for coherent storytelling

● VideoDrafter: Develops 
multi-scene scripts for logically 
connected videos



Editing Videos with Language
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CLIP/T5-Based Editing:

● Tune-A-Video: Uses inflated text-to-image diffusion models; struggles with 
temporal consistency

● Video-P2P & FateZero: Enhance consistency via advanced inversion 
techniques and attention map manipulation

● Pix2Video: Improves temporal stability by editing the key frame first and 
propagating changes

● Rerender-A-Video & CoDeF: Focus on video-to-video style transfer using 
optical-flow regularization and deformable content fields

LLM-Based Editing:

● InstructVid2Vid: Trains on LLM-generated video-instruction pairs for 
complex edits like style transfer and object replacement

● InsV2V: Uses LLMs for diverse video-instruction pairs, enabling 
high-quality, coherent editing



3D Generation and Editing with Language
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● Natural language enables intuitive 3D 
content creation and editing

● LLMs generate 3D scenes, assets, or 
motion directly from text

○ e.g., 3D-GPT, SceneCraft, 
MotionGPT

● LLMs support iterative, interactive 
editing without retraining

● CLIP/T5-based methods guide geometry 
and texture via contrastive alignment

● LLM pipelines convert text into Blender 
code, motion tokens, or point cloud 
queries

● Enables non-experts to create in AR/VR, 
animation, and design workflows



LLMs for Audio, Music, and Speech
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● LLMs enable generation, understanding, and editing across audio, music, and speech

● General audio: classification, captioning, and sound event recognition (e.g., SALMONN, AudioGPT, LTU)

● Music: generation and interpretation of melody, harmony, lyrics, and rhythm (e.g., MusicGen, MusicLM, ChatMusician)

● Speech: improved recognition, transcription, and TTS with contextual awareness (e.g., SpeechGPT, AudioPaLM, VALL-E)

● LLMs serve as backbones, conditioners, agents, or labelers across tasks

● Unifies multimodal processing across sound, language, and interaction



Rise of Multimodal Generative Agents
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● LLMs now act as controllers for multimodal 
generation and editing

● Agents use external tools to handle images, 
videos, audio, and speech

● Support natural language prompts for 
planning, execution, and response

● Two major approaches:

○ Training-free (prompt-based)

○ Instruction-tuned (finetuned on task 
datasets)

● Enable complex, interactive tasks like 
dubbing videos, generating music, and 
editing scenes

● Challenges remain in tool orchestration and 
generalization



Generative AI Safety Challenges
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● Risks include harmful content, 
misinformation, and copyright violations

● Attack vectors: adversarial prompts, 
optimization attacks, data poisoning

● Defenses: prompt filtering, alignment with 
human values, latent safety checks

● Emerging tools: watermarking, data 
attribution for copyright tracing

● Evaluation datasets benchmark model 
safety across modalities



Looking Forward
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Unified Multimodal 
Models

Will support 
seamless 
understanding 
and generation 
across text, 
image, video, 
audio, and 3D

Human-aligned 
AI

Via scalable 
preference tuning, 
better 
instruction-followin
g, and long-term 
memory

  Improved 
Safety

Efficient 
Models

With smaller 
footprints, faster 
inference, and 
on-device 
capabilities

Through dynamic 
tool use, 
context-aware 
filtering, and 
robust 
watermarking

 Emerging 
Applications

Robotics, AR/VR, 
education, 
creative 
industries



Summary and Takeaways
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LLMs have transformed multimodal generation and editing
 → Enabling intuitive creation and manipulation of images, videos, audio, 3D content, and more.

LLMs serve flexible roles across modalities
 → Backbone, planner, labeler, agent, or conditioner depending on the task.

Strong advancements in key areas:

Image: Improved prompt 
synthesis, layout planning, 
interactive editing

Video: Coherent scene 
generation, temporal 
consistency, 
language-based editing

3D: Text-to-shape, 
procedural modeling, 
motion generation

Audio/Music/Speech: 
Sound classification, 
music composition, 
realistic TTS
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Speech Large Language Models
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Evolution of Speech LLMs Architectures

● LLMs like GPT are now 
being integrated into 
Spoken Language 
Understanding (SLU) 
systems, helping to 
solve previously difficult 
problems like long-form 
speech recognition 
detection.
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SpeechT5

● SpeechT5 is trained on large datasets with aligned text and speech, and it 
learns It learns patterns

● Text → Text Encoder → Transformer (speech features) → Speech 
Decoder → Spectrogram → Vocoder → Audio
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Capabilities
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Solution

● Traditional systems often just looked 
at short windows of audio (like 1 
second).

● LLM-based models can analyze 
longer sequences of speech.

○ Longer context window
○ self-Attention amongst tokens
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Three Input-Output Types
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Modality Fusion
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Training Strategies - Pretraining

65

● Pretraining involves training 
models on large-scale unlabeled 
data to enable them to learn 
broad, general knowledge

○ In Speech LLMs, speech 
encoders undergo 
pretraining on audio-text 
pairs to capture audio 
features

○ Common training 
strategies, including 
self-supervised learning 
(SSL)

● Some researchers attempt to 
re-pretrain speech encoders, 
optimizing audio feature 
extraction capabilities

○ Re-training of multimodal 
large models is necessary



Training Strategies - Supervised Fine-Tuning
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● Supervised fine-tuning is a 
common approach where 
high-quality labeled data from 
downstream task datasets is 
used to train the model

○ Used to achieve alignment 
between the speech 
encoder and the LLM, and 
to enhance performance on 
specific tasks

● Common training methods 
include fine-tuning connectors, 
fine-tuning the encoder, and 
LLMs, such as using methods 
like LoRA



Training Strategies - Reinforcement Learning

67

● Reinforcement learning is a 
framework where an agent 
learns to maximize cumulative 
rewards by interacting with an 
environment and adjusting 
actions based on feedback

○ Used to optimize LLM in 
the desired direction while 
maintaining diversity in its 
outputs

● Two commonly used RL algorithms in 
this context are:

○ Proximal Policy Optimization 
(PPO) - a policy gradient method 
that optimizes performance while 
restricting updates (clipping) to 
stay close to the current policy

○ Direct Policy Optimization (DPO) - 
directly maximizes expected 
rewards using a task-specific 
reward function, without clipping, 
making it suitable for settings with 
clear reward signals



Performance - Automatic Speech Recognition
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● Assessed Word Error Rate 
(WER) tested on the clean and 
other test set of LibriSpeech 
dataset

● Traditional ASR (e.g., Deep Speech 2) 
had 3.5% WER on clean and 10.6% 
on other

● Transformer-based models 
(Conformer, HuBERT, Whisper) 
lowered clean WER to ~ 2% on clean 
and ~4% on other

● Latest Speech LLM models (e.g., 
Seed-ASR) further reduced WER to 
1.6% (clean) and 2.8% (other)



Performance - Speech Translation
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● Used BLEU score to evaluate 
each model's two-way Chinese 
and English translation 
performance in speech and 
machine translation tasks

● NLLB now supports translation for 
over 200 languages

● BigTranslate, tuned with LLaMA, 
delivers quality comparable to leading 
systems like ChatGPT and Google 
Translate

● Whisper’s cascaded ASR+MT method 
leverages massive web-scale data for 
strong speech translation results

● GenTranslate outperforms previous 
state-of-the-art models like 
SeamlessM4T.



Performance - Multi-tasking and Cross-tasking Abilities

70

● Pengi uses a unified 
text-generation approach to 
handle both open-ended tasks 
(like audio captioning and 
question answering) and closed 
tasks (such as sound event 
classification), achieving 
state-of-the-art results

● SALMONN integrates diverse audio 
inputs—including speech and 
music—to excel in emergent tasks like 
audio storytelling and cross-modal 
reasoning

● Qwen-Audio scales its pre-training 
across 30+ tasks (e.g., scene 
classification, emotion recognition), 
demonstrating robust multi-task 
performance with minimal task 
interference



Challenges
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LLM Dormancy: Situation 
where a Speech LLM 
becomes unresponsive or 
fails to effectively process 
new or unseen text 
prompts when audio and 
text inputs are combined

High Cost: LLMs incur 
high usage costs due to 
slow inference times and 
substantial GPU memory 
demands from their 
complex architectures and 
many parameters

LLM Dormancy Cause: Audio features projected 
into text space have larger embeddings, causing 
them to overpower text that convey instructions or 
context during processing



Future Exploration
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● Improve modality alignment by adding audio tokens while 
managing data imbalance and training costs

● Align modalities by normalizing or discretizing audio features 
before mapping to text

● Use reinforcement learning to boost multi-task performance and 
reduce repetition

● Use LLMs to coordinate tasks in systems like dialogue, 
translation, and conferencing, leveraging their strong reasoning 
abilities 

● Enhance long speech recognition and keyword detection with 
better segmentation and context-rich prompts



Questions?
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