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Introduction

• RLHF is a crucial step for LLM alignment.

• DPO, as a simplified RLHF method, is often preferred and reported to 
have strong performances.

• This paper:

o Is DPO truly superior to PPO in the RLHF domain?

oCan the performance of PPO be improved in RLHF benchmarks?
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PPO Formulation

• Step 1: Train a reward model

oMaximize rewards on accepted answers

oMinimize rewards on rejected answers

• Step 2: Reinforcement Learning

oMaximize KL-regularized reward
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DPO Formulation

oMaximize log-likelihood on accepted answers

oMinimize log-likelihood on rejected answers
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Understanding the Limitation of DPO
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Understanding the Limitation of DPO

8

DPO

DPO fails to find the optimal policy because 
there is an Out-of-Distribution answer!



Understanding the Limitation of DPO
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PPO



Experiments on SafeRLHF
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Solution 1: Additional SFT on the preference dataset



Experiments on SafeRLHF
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Solution 2: Online generation and scoring with a trained reward model.

oGenerate new responses with SFT 
(Safe)

oUse a learned reward model for 
preference labeling

oRepeat this process and iteratively 
set the reference model as the latest 
DPO model



Experiments on SafeRLHF
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Solution 3: Filter out controversy and noisy preference pairs



Key Factors to PPO for RLHF
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Insight 1: A LARGE Batch Size



Key Factors to PPO for RLHF
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Insight 2: Add Advantage Normalization



Key Factors to PPO for RLHF
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Insight 3: Update the reference model with exponential moving 
average during training
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Tülu 3: Pushing Frontiers in
Open Language Model Post-
Training



Background
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• Post-training — the collection of techniques including instruction tuning, reinforcement learning 
from human feedback, and other types of finetuning — has become a crucial step in building 
frontier language models.

• Fully open source counterparts (e.g., Tülu 2 (Ivison et al., 2023) and Zephyr-β (Tunstall et al., 
2023)) often rely on simpler-to-implement and cheaper pipelines and have become outdated 
on many metrics.

• To close the gap between open and closed post training, this paper introduces Tülu 3, a family 
of open state-of-the-art post-trained models, alongside all of the data, training recipes, 
code, infrastructure, and evaluation framework.

• Best performing recipe yields Tülu 3 models that outperform the state-of-the-art post-trained 
open-weight models of the same size such as Llama 3.1 Instruct (Dubey et al., 2024) or Mistral-
Instruct (Mistral AI,2024), and at the large 70B size Tülu matches the offerings of closed 
providers such as Claude 3.5 Haiku and GPT-4o mini. Furthermore, at 405B size our model 
performs competitively against DeepSeek v3 (DeepSeek-AI et al., 2024) and GPT 4o (11-24).



Tülu 3 Overview
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• Key components of Tülu 3:

• Tülu 3 Data: new permissively licensed training datasets targeting core skills

• Tülu 3 Eval: an evaluation suite and tools to establish clear performance goals and guide 
improvement through training stages

• Tülu 3 Recipe: an advanced multi-stage training pipeline incorporating 

▪ new algorithmic advancements in reinforcement learning, 

▪ cutting-edge infrastructure, 

▪ rigorous experimentation to optimize data mixes, methods, and parameters across various 
training stages.



Tülu 3 Overview
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• The Tülu 3 training recipe involves multiple stages, with each stage building upon the previous 
model and focusing on different types of data — namely, prompt-completion instances for 
supervised finetuning, preferences for preference tuning, or verifiable rewards for 
reinforcement learning.



Tülu 3 Data

21

• Focusing on core skills of 
knowledge recall, 
reasoning, mathematics, 
coding, instruction 
following, general chat, 
and safety.

• New datasets released 
with Tülu 3 are color-
coded for emphasis.



Supervised Finetuning
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• From Prompts to SFT Data:

• For prompts with existing responses: keep the original response if it was written by a 
human or a frontier model, like GPT-4o. 

• If a set of prompts did not have responses: generate new responses using GPT-4o. 
Or hand-wrote responses to hardcoded prompts.

• The Tülu 3 SFT Mix

• To develop our SFT mix, we first identified the skills that were lagging behind state 
of the art models using Llama 3.1 trained on Tülu 2 as our baseline.

• To design our final SFT mix, we first built skill-specific data mixtures and models, 
keeping the mixtures that led to the best performance on individual skills, 
ignoring other evaluations. This was done to approximate the upper bound for each 
evaluation given our setup.

• We then combined these mixtures to create our initial Tülu 3 preview mix. We then 
continued to iterate on the mixture by adding or removing datasets to improve 
lagging skills, decontaminating against our evaluations and downsampling 
particularly large datasets.



Supervised Finetuning
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• The Tülu 3 SFT Mix
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Preference Finetuning

• From Prompts to Preference Data:

• For a given prompt, we randomly sample four models from a model pool to generate 
responses.

• Use an LLM-as-a-judge (GPT-4o-2024-0806), to rate each response from 1 to 5 across four 
different aspects
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Preference Finetuning
• Comparison Between PPO and DPO:

• PPO Gets Similar Average Scores with DPO in this Non-Tuned Setup. Overall, we 
found that PPO could reach a comparable level of performance to DPO (albeit slightly 
lower) in this controlled setup.

• PPO is More Computationally Expensive. The PPO runtime is roughly 28 hours using 
two nodes, whereas the DPO runtime is about 4 hours using a single node.
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Reinforcement Learning with Verifiable 
Rewards
• RLVR: a novel method for training language models on tasks with verifiable outcomes such as 

mathematical problem-solving and instruction following.

RLHF:

RLVR:



27

Reinforcement Learning with Verifiable 
Rewards
• RLVR Data: focus on two domains (mathematics, exact instruction following) and three 

evaluations (GSM8K, MATH, IFEval) with relatively straightfoward methods for verification

• Key Findings:

• RLVR Can Improve Performance in Targeted Domains: In all cases, we achieve models that 
outperform the initial model in that particular evaluation. We also see that the verifiable 
rewards (i.e., correctness on the train set) improves consistently for all three settings.

• Starting from a Weaker Model Can Converge to the Same Verifiable Rewards: starting from 
both SFT and DPO can lead to the same level of verifiable rewards. However, we find that 
starting from a stronger model usually results in better test set performance.
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Reinforcement Learning with Verifiable 
Rewards
• They ran their final RLVR runs using the combined verifiable prompt set, and used the best 

DPO models from the prior section as starting points.



29

Tülu 3 Evaluation Framework

They split 
their evaluation suite 
into a development 
set and an unseen set, 
the former used for 
developing models, 
and the latter only for 
evaluating final models.
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Future Work

• Long Context and Multi-turn. Currently, the data collected for Tülu 3 is relatively short and 
does not contain long multi-turn data (the average number of turns in our mixture is 2.4 turns 
and majority of samples are under 2,048 tokens in length). However, long-context has been 
popular area of focus in recent work, as improving the context window of LMs enables new 
use-cases and more in-context examples, potentially improving performance. Relatedly, 
improving multi-turn capabilities can better improve end-user experience, with a non-trivial 
number of real-world user conversations with LMs going over 2 turns

• Multilinguality. They specifically focus on English data and evaluations for Tülu 3.

• Tool Use and Agents. While we evaluate Tülu 3 on its own, LMs are being increasingly 
deployed as parts of larger systems, in which they have access to tools or are themselves part 
of a larger ‘agent’ framework. Furthermore, training models to use tools is a natural way to 
dramatically improve their reasoning and mathematical skills, rather than trying to accomplish 
everything ‘in the weights.’



Thank you!
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