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 Emergent Abilities of Large Language Models

* Scaling Instruction-Finetuned Language Models

* On the Opportunities and Risks of Foundation Models
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Many new
LLMs In
2022-2023

->2024

1966 1966 Late 1980s - 1990s 2000s

ELIZA SHRDLU  Statistical Language Neural Probabilistic
Models Language Model

2019 2018 2017 2013

GPT-2 BERT Transformer Models and Word2Vec
and 15 Attention Mechanisms

Jan 2021 - Oct 2022

LaMDA, xlarge, Chinchilla, CodeGen,
InCoder, mGPT, PaLM, OPT-IML, Minerva

Feb 2023 Jan 2023 Dec 2022 Nov 2022

Google Bard  WebGPT GPT35  ChatGPT
and LLaMa

Mar 2023 Apr 2023 May 2023
GPT-4 BloombergGPT, StableLM, PaLM2

https://levelup.gitconnected.com/the-brief-history-of-large-language-models-a-journey-from-eliza-to-gpt-4-and-google-bard-167c614af5af
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® lmsys chatbot-arena-leaderboard © < like 1.38k Running # App = Files Comr

¥ LMSYS Chatbot Arena Leaderboard

| Vote | Blog | GitHub | Paper | Dataset | Twitter | Discord |

LMSYS Chatbot Arena is a crowdsourced open platform for LLM evals. We've collected over 200,000 human preference votes to rank LLMs with the Elo ranking system.

Arena Elo Full Leaderboard

Total #models: 55. Total #votes: 230875. Last updated: Jan 18, 2024. _

Contribute your vote & at chat.Imsys.org! Find more analysis in the notebook.

Rank » & Model A EloArena Ao ul 95% CI +» & Votes 4 Organization 4 License A
1 GPT-4-Turho 1249 +14/-13 27399 OpenAIl Proprietary

2 GPT-4-0314 1191 +15/-14 17372 OpenAI Proprietary

3 GPT-4-0613 1160 +13/-13 24888 OpenAl Proprietary

4 Claude-1 1150 +14/-13 17333 Anthropic Proprietary

5 Mistral Medium 1148 +14/-13 9370 Mistral Proprietary

6 Claude-2.0 1131 +14/-13 11475 Anthropic Proprietary

7 Mixtral-8x7b-Instruct-v0.1 1124 +15/-13 13485 Mistral Apache 2.0

8 Gemini. . Pro. . (Dev) 1121 +15/-15 5304 Google Proprietary



¥ chatbot Arena LLM Leaderboard: Community-driven Evaluation for Best LLM and Al chatbots
/\ET 45 | Twitter | Discord | Blog | GitHub | Paper | Dataset | Kaggle Competition

Chatbot Arena is an open platform for crowdsourced Al benchmarking, developed by researchers at UC Berkeley SkylLab and LMArena. With aver 1,000,000 user votes, the platform ranks best LLM and Al chatbots

using the Bradley-Terry model to generate live leaderboards. For technical details, check out our paper.

Chatbot Arena thrives on community engagement — cast your vote to help improve Al evaluation!

New Launch! WebDev Arena: web.Ilmarena.ai - Al Battle to build the best website!

(- lLanguage @@ Overview 82 Vision @& Text-to-Image @ Copilot Arena & WebDev Arena Arena-Hard-Auto

Total #models: 194. Total #votes: 2,557,144, Last updated: 2025-01-20. _

Code to recreate leaderboard tables and plots in this notebook. You can contribute your vote at Imarena.ai!

Category Apply filter Overall Questions
Overall - Style Control el b #models: 194 (100%) #votes: 2,557,144 (100%)
Rankx (UB) A Rank + Model A Arena » 95% CI » Votes 4+ Organization + License A
(StyleCtrl) Score

1 3 Gemini-2.9:Flash-Thinking-Exp:01:21 1380 +8/-9 5572 Google Proprietary

1 1 Gemini-Exp-1206 1374 +5/-5 21004 Google Proprietary

3 1 ChatGPT-40-latest. (2024:11:2Q). 1365 +4/-3 34209 OpenAl Proprietary

4 4 Gemini-2.0:-Flash-Exp 1356 +4/-6 19823 Google Proprietary

4 1 01-2024-12-17 1351 +8/-5 8124 OpenAl Proprietary

6 4 Ql-preview 1335 +4/-4 33202 OpenAl Proprietary

7 7 DeepSeek:-V3 1320 +5/-5 11893 DeepSeek DeepSeek



CL] 20 Feb 2024

Large Language Models: A Survey

Shervin Minaee, Tomas Mikolov, Narjes Nikzad, Meysam Chenaghlu
Richard Socher, Xavier Amatriain, Jianfeng Gao

Abstract—Large Language Models (LLMs) have drawn a
lot of attention due to their strong performance on a wide
range of natural language tasks, since the release of ChatGPT
in November 2022. LLMs’ ability of general-purpose language
understanding and generation is acquired by training billions of
model’s parameters on massive amounts of text data, as predicted
by scaling laws [1], [2]. The research area of LLMs, while very
recent, is evolving rapidly in many different ways. In this paper,
we review some of the most prominent LLMs, including three
popular LLM families (GPT, LLaMA, PalLM), and discuss their
characteristics, contributions and limitations. We also give an
overview of techniques developed to build, and augment LLMs.
We then survey popular datasets prepared for LLM training,
fine-tuning, and evaluation, review widely used LLM evaluation
metrics, and compare the performance of several popular LLMs
on a set of representative benchmarks. Finally, we conclude
the paper by discussing open challenges and future research
directions.

that have different starting points and velocity: statistical lan-

guage models, neural language models, pre-trained language
models and LLMs.

Statistical language models (SLMs) view text as a sequence
of words, and estimate the probability of text as the product
of their word probabilities. The dominating form of SLMs
are Markov chain models known as the n-gram models,
which compute the probability of a word conditioned on its
immediate proceeding n — 1 words. Since word probabilities
are estimated using word and n-gram counts collected from
text corpora, the model needs to deal with data sparsity (i.e.,
assigning zero probabilities to unseen words or n-grams) by
using smoothing, where some probability mass of the model
is reserved for unseen n-grams [12]. N-gram models are
widely used in many NLP systems. However, these models
are incomplete in that they cannot fully capture the diversity
and variability of natural language due to data sparsity.



Summarization}-,

------- n
R _.+*1Simplification

-

**1 Reading Comprehension
XNL

[ Comprehension

s

S P
Translation |-, .

i .+ Logical
. Common Sense |"**-,, =~
= L Crosslingual Tasks

]
-
-
-
-
-
[

Reasoning
Multilingual

WikipediaQA . .- -

World
knowledge

5 Instruction
| APl calling |

Step by step

solving

SQIf-Improvomant]

anEn
-"
*
s

| Tool planning
B :.
decomposition | . :

following

,++1 Virtual acting

incontext) | pewme |
learning : utilization
Interacting
with users

. o

Augmented

B

{ LLM Capabilities ]

©vuse. | Knowledge base
2 ot utilization
=



WizardLM

WebGPT

Tulu

PaLM2

Med-PalLM

Med-PalLM2

i

PaLM-E

Guanaco
Long LLaMA
GPT3.5 Turbo Mistral
code-davinci Gorilla
GPT4 Turbo
GPT4 Vision Vigogne Code LLaMA

GPT2
— GPT4
GPT1 Vicuna

Aqy GPT Family
&) OpenAl

Fig. 8: Popular LLM Families.

U-PaLM FLAN-PaLM

PaLM Family

Google



Zero-shot One-shot Few_—shot

- 175B Params

Natural Language
Prompt

\

60

50

9

g 40

Q

(1]

5

8 30

< =~ 13B Params
20 o
10

=== 1.3B Params

Number of Examples in Context (K)

Fig. 9: GPT-3 shows that larger models make increasingly
efficient use of in-context information. It shows in-context



Exam results (ordered by GPT-3.5 performance) gpt-4 ™
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Fig. 11: GPT-4 performance on academic and professional
exams, compared with GPT 3.5. Courtesy of [33].



Timeline of some of the most representative LLM frameworks

Claude Gemini
Jurassic-1 CodeGen Vicuna CodeGen 2
ALBERT Self-Instruct Retro BLOOM Mistral StarCoder
BERT T5° MT5 FLAN ChinChilla Alpaca Grok
GPT . GPT-2 GPT-3 Web-GPT Instruct GPT GPT-4 PaLM-2

2017/2018 2019 2020 2021 2022 2023 2023
Transformer* BART Lo::tngFormer‘!L TO OPT ppo * Toolformer

XL-Net DeBERTa Ernie 3.0 Galactia Llama 1/2 Zephyr

Roberta Electra CODEX PaLM Phi-1/2" Mixtral

Gopher LaMDA FALCON Mamba-Chat
MPT ORCA-2



Large LM

10B < # of params <1008

Medium LM

1B < # of params <10B

Small LM

# of params <1B

Pretrained model with no instruction
or chat fine-tuning.
Example: MPT-7B

Fine tuned models that are originally
based on original models.

Example: Alpaca (based on LLaMA)

Parameters

Foundation
TUHEd Pretrained model that is
Large also fine-tuned on
. . L n | t t instruction follouu_'ing_
Fine tuning anguage nstruction Example: MPT-7B-instruct

| Models

Original

Chat

Original models that are not fine
tuned or based on any other

Availability

pretrained model.
Example: LLaMA

Pretrained model that is
also fine-tuned on chat.
Example: MPT-7B-chat

Model weights are NOT publicly Model weights are publicly released
released and is NOT available. . : and is available.
Example: GPT-4 Private ( Public ) Example: LLaMA

Fig. 43: LLM categorizations.



= Data Filtering
o Removing Noise
o Handling Outliers
o Addressing Imbalances
o Text Preprocessing
» Deduplication

Absolute Positional Embeddings
Relative Positional Embeddings
Rotary Position Embeddings
Relative Positional Bias

Masked Language Modeling
Causal Language Modeling
Next Sentence Prediction
Mixture of Experts

How LLMs Are Built?

Data Cleaning

Tokenizations

Positional Encoding

LLM Architectures

Model Pre-training

= BytePairEncoding
— » WordPieceEncoding

= SentencePieceEncoding

Encoder-Only
Decoder-Only
Encoder-Decoder



« Masked Language Modeling
+ Causal Language Modeling
« Next Sentence Prediction

+ Mixture of Experts

+ Supervised learning

+ Reinforcement Learning from Human Feedback
+ Direct Preference Optimization

+ Kahneman-Tversky Optimization

« Optimized Training
o Zero Redundancy Optimizer
o Receptance Weighted Key Value
» Low-Rank Adaption
+ Knowledge Distillation
« Quantization

'L ' Encoder-Only

L ]
+ Decoder-Only
LLM Architectures « Encoder-Decoder
— Model Pre-training
A 4 « Supervised Fine-tuning
« General Fine-tuning
Fine-tuning and Instruction Tuning e Multi-turn Instructions
= Instruction Following
h 4
— Alignment
+ Greedy Search
Decoding Strategies - + Beam Search
= Top-k Sampling
+ Top-p Sampling

Cost-Effective Training/Inference,
Adaptation & Compression

Fig. 25: This figure shows different components of LLMs.



How LLMs Are Used and Augmented
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CHATGPT: OPTIMIZING LANGUAGE MODELS FOR
DIALOGUE” BY OPENAI



Concepts that ChatGPT builds on

ChatGPT / InstructGPT

GPT3

Large Language | Transformer
Models nets

Reinforcement
Learning




Family of GPT-3.5

l Large-scale language model pretraining
Training on code

l_ GPT-3 Initial _l Instruction tuning

GPT-3 Series Codex Initial InstructGPT Initial
v |
4 l LM + code training then instruction tuning
GPT-3.5 Series l Supervised instruction tuning

RLHF li _l RLHF

Blog: How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources



https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1
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Figure 4: Metadata results on the API distribution. Note that, due to dataset sizes, these results are
collapsed across model sizes. See Appendix E.2 for analysis that includes model size. Compared
to GPT-3, the PPO models are more appropriate in the context of a customer assistant, are better at
following explicit constraints in the instruction and attempting the correct instruction, and less likely

Paper: Training language models to follow instructions with human feedback



[Submitted on 11 Jan 2023] --- OLD for GenAl

CHATGPT IS NOT ALL YOU NEED. A STATE
OF THE ART REVIEW OF LARGE
GENERATIVE Al MODELS



A taxonomy of the most popular generative Al models that have
recently appeared classified according to their input and
generated formats.
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Many new ones out in each type in 2023
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CLIP: CONTRASTIVE LANGUAGE-IMAGE
PRETRAINING FOR VISION



CLIP: Learning Transferrable Visual Models from Natural
Language Supervision (Radford et al. 2021)

(1) Contrastive pre-training (2) Create dataset classifier from label text
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Second key idea(s): contrastively match text to image

e Use small transformer
language model (76 M
parameters for base)

“The largest ResNet model
RN50x64, took 18 days to train
on 592 V100 GPUs, while the
largest Vision Transformer took
12 days on 256 V100 GPUs”

(1) Contrastive pre-training
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Contrastive formulations is a good general pretrain
way to learn when exact target is unpredictable



Key idea 3: zero-shot classification

To create a new
classification task:

1. Convert class labels
into captions and
encode the text

Encode the image

Assigh the image to
the label whose
caption matches best

(2) Create dataset classifier from label text

; E photo of Text
a . Encoder
(3) Use for zero-shot prediction v v v v
T, T; T; Iy
LTy | LTy | LT I Ty

Every batch of training is like a novel classification
task, matching 32K classes to 32K images

A2 photo of




Pretrain learning that
match images to text
produces a good zero-
shot classifier and an
excellent image
encoder
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openAl DALLE-3 with
prompt = "Bears,
Beets or Battlestar
Galactica”

TEXT 2 IMAGE
GENERATION




History of Image Generation

Vo _ '
N e

GAN Style-GAN DALL-E 2 Imagen
L«a oy | | —~ DALL-E3
nfnnm- @ OpenAl H bt @ OpenAl
20|12 2014 2015 2017 20|18 2C|) 20 20|21 20|21 20|22 2022 2022 2022 2023
| | |
R
ImageNet w - viT
' (VQGAN) DALL-E GLIDE Diffusion
CNN

@ OpenAl

Blog: Ten Years of Image Synthesis


https://zentralwerkstatt.org/blog/ten-years-of-image-synthesis?utm_source=substack&utm_medium=email

Stable diffusion (2022-08)

* High-Resolution Image Synthesis with Latent Diffusion Models
CVPR’22 Rombach et al.

* Code and models released Open Source

* The CreativeML OpenRAIL M license

* by Stability Al and Runway


https://arxiv.org/abs/2112.10752
https://github.com/CompVis/stable-diffusion
https://huggingface.co/spaces/CompVis/stable-diffusion-license
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Paper: High-Resolution Image Synthesis with Latent Diffusion Models CVPR’22 Rombach et al.



https://arxiv.org/abs/2112.10752
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A Comprehensive Overview of Large Language
Models

https://arxiv.org/pdf/2307.06435.pdf
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Chronological display of LLM releases: light blue Jun
rectangles represent ‘pre-trained’ models, while dark MPT
rectangles correspond to ‘instruction-tuned’ models.
.. . - Dec CodeT5+
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Parameter Efficient
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